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Chapter 1. 

Introduction to Remote Sensing 

1.1.  Purpose of This Manual.  This EM is intended to promote effective use of remotely sensed 

data by all USACE divisions and districts.  

1.1.1.  This manual reviews the theory and practice of remote sensing and image 

processing.  Remote sensing provides a cost-effective means of surveying, monitoring, and 

mapping objects at or near the surface of the Earth.  This technology has been rapidly integrated 

into a variety of USACE applications and has proven to be valuable in meeting Civil Works 

business program requirements. 

1.1.2.  A goal of the Remote Sensing and Geographic Information Systems (GIS) Center of 

Expertise (RS/GIS CX) at the USACE Engineer Research and Development Center Cold 

Regions Research Engineering Laboratory (CRREL) is to enable effective use of remotely 

sensed data by all USACE divisions and districts.  The USACE RS/GIS CX supports new and 

promising remote sensing and GIS technologies.  Introductory and Advanced Remote Sensing 

and GIS PROSPECT courses are offered through the RS/GIS CX.  

1.1.3.  The practice of remote sensing has become greatly simplified by useful and 

affordable commercial software, which has made numerous advances in recent years.  Satellite 

and airborne platforms provide local and regional perspective views of the Earth’s surface.  

These views are accessible at various resolutions and are highly accurate depictions of surface 

objects.  Satellite images and image processing allow researchers to better understand and 

evaluate a variety of Earth processes occurring on the surface and in the hydrosphere, biosphere, 

and atmosphere. 

1.2.  Applicability.   This EM applies to all HQUSACE elements and USACE commands 

responsible for integrating remotely sensed and geospatial data into Civil Works projects. 

1.3.  Distribution Statement.  Approved for public release.  Distribution is unlimited. 

1.4.  References. 

1.4.1.  Baldridge, A.M., S.J. Hook, C.I. Grove, and G. Rivera. 2009.  The ASTER Spectral 

Library, Version 2.0.  Remote Sensing of Environment, Vol. 113, pp. 711–715. 

https://doi.org/10.1016/j.rse.2008.11.007.   

1.4.2.  Kokaly, R.F., Clark, R.N., Swayze, G.A., Livo, K.E., Hoefen, T.M., Pearson, N.C., 

Wise, R.A., Benzel, W.M., Lowers, H.A., Driscoll, R.L., and Klein, A.J. 2017. The United States 

Geological Survey (USGS) Spectral Library, Version 7: USGS Data Series 1035, 61 pp., 

https://doi.org/10.3133/ds1035. 

1.4.3.  Luhmann T., Robson S., Kyle S., and J. Boehm. 2013.  Close Range 

Photogrammetry: Principles, Techniques, and Applications (Caithness: Whittles Publishing), pp. 

683. https://www.whittlespublishing.com/Close_Range_Photogrammetry.

1.4.4.  Maune, D. and A. Nayegandhi (eds.). 2019.  Digital Elevation Model Technologies

and Applications: The DEM User’s Manual, 3rd Edition (Bethesda, MD: American Society for 

Photogrammetry and Remote Sensing), pp. 655. https://www.asprs.org/dem. 
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1.4.5.  Meerdink, S.K., Hook, S.J., Roberts, D.A., & Abbott, E.A. 2019. The ECOSTRESS 

Spectral Library, Version 1.0.  Remote Sensing of Environment, 230(111196), pp. 1–8. 

https://doi.org/10.1016/j.rse.2019.05.015. 

1.4.6.  Jensen, J.R. 1996. Introductory Digital Image Processing: A Remote Sensing 

Perspective, 2nd Edition.  NJ: Prentice-Hall. 

https://www.cabdirect.org/cabdirect/abstract/20001911540.  

1.4.7.  Renslow, M. (ed.). 2012.  Manual of Airborne Topographic LiDAR (Bethesda, MD: 

American Society for Photogrammetry and Remote Sensing), pp. 504.  

1.4.8.  Shan, J. and C. Toth (eds.). 2009.  Topographic Laser Ranging and Scanning (New 

York, NY: CRC Press), pp. 590. https://www.crcpress.com/Topographic-Laser-Ranging-and-

Scanning-Principles-and-Processing-Second/Shan-Toth/p/book/9781498772273.  

1.4.9.  Vosselmann, G. and H-G Maas (eds.). 2010.  Airborne and Terrestrial Laser 

Scanning (New York, NY: CRC Press), pp. 318.  

1.4.10.  Wolf P., Dewitt B., Wilkenson, B. 2014.  Elements of Photogrammetry, 4th 

Edition, (Boston: McGraw Hill), 676pp. 

https://www.mheducation.com/highered/product/elements-photogrammetry-application-gis-

fourth-edition-wolf-dewitt/9780071761123.html. 

1.5.  Records Management (Recordkeeping) Requirements.  The records management 

requirement for all record numbers, associated forms, and reports required by this regulation are 

addressed in the Army's Records Retention Schedule—Army (RRS-A).  Detailed information for 

all related record numbers are located in the Army Records Information Management System 

(ARIMS)/RRS-A at https://www.arims.army.mil.  If any record numbers, forms, and reports are 

not current, addressed, and/or published correctly in ARIMS/RRS-A, see Department of the 

Army Pamphlet 25-403, Guide to Recordkeeping in the Army. 

1.6.  Contents of This Manual. 

1.6.1.  The objective of this manual is to provide both theoretical and practical information 

to aid acquiring, processing, and interpreting remotely sensed data.  Additionally, this manual 

provides reference materials and sources for further study and information.  

1.6.2.  Included in this work is a background of the principles of remote sensing, with a 

focus on the physics of electromagnetic waves and the interaction of electromagnetic waves with 

objects.  Aerial photography and history of remote sensing are briefly discussed. 

1.6.3.  The fundamentals of image processing are presented along with a summary of map 

projection and information extraction.  Helpful examples and tips are presented to clarify 

concepts and to enable the efficient use of image processing.  

1.6.4.  Examples of remote sensing applications are presented.  

1.6.5.  A glossary of remote sensing terms is presented at the end of this manual. 

https://www.arims.army.mil/
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1.6.6.  This manual represents the combined efforts of individuals from CRREL, the 

USACE Engineer Research and Development Center Geospatial Research Laboratory, AGC, the 

USACE Wilmington District, and the University of Houston.  
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Chapter 2. 

Principles of Remote Sensing Systems 

2.1.  Introduction.  The principles of remote sensing are based primarily on the properties of the 

electromagnetic spectrum and the geometry of airborne or satellite platforms relative to their 

targets.  This chapter provides a background on the physics of remote sensing, including 

discussions of energy sources, electromagnetic spectra, atmospheric effects, interactions with the 

target or ground surface, spectral reflectance curves, and the geometry of image acquisition. 

2.2.  Definition of Remote Sensing. 

2.2.1.  Remote sensing describes the collection of data about an object, area, or 

phenomenon from a distance with a device that is not in physical contact with the object.  Such 

data are collected from ground-based, airborne, and satellite platforms that house sensor 

equipment.  The data collected by the sensors are in the form of electromagnetic energy, which is 

the energy emitted, absorbed, or reflected by objects.  Electromagnetic energy is synonymous 

with many terms, including electromagnetic radiation, radiant energy, energy, and radiation. 

2.2.2.  Sensors carried by platforms are engineered to detect variations of emitted and 

reflected electromagnetic radiation.  A simple and familiar example of a platform carrying a 

sensor is a camera mounted on the underside of an airplane.  The airplane may be a high or low 

altitude platform while the camera functions as a sensor collecting data from the ground.  The 

data in this example are reflected electromagnetic energy commonly known as visible light.   

2.2.3.  Likewise, spaceborne platforms known as satellites, such as Landsat Thematic 

Mapper (Landsat TM), Satellite Pour l’Observation de la Terra or SPOT, Moderate-Resolution 

Imaging Spectroradiometer (MODIS), Worldview, and many others carry a variety of sensors.  

Similar to the above camera example, the sensors on these “passive” systems collect emitted and 

reflected electromagnetic energy, and are capable of recording radiation from the visible and 

other portions of the electromagnetic spectrum.  Some remote sensing systems are categorized as 

“active” (e.g., radar and LiDAR) in that they both transmit and receive electromagnetic energy, 

measuring the reflected radiation returned to the sensor.  

2.3.  Basic Components of Remote Sensing.  The overall process of remote sensing can be 

broken down into four components:  

2.3.1.   Electromagnetic energy is emitted from a source, either natural (most commonly the 

Sun) or from a manmade system.  

2.3.2.  This energy interacts with matter, including the atmosphere and objects on the 

Earth’s surface.  

2.3.3.  Emitted or reflected energy is recorded by a sensor as data.  

2.3.4.  Data is displayed digitally for visual and numerical interpretation. 
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2.4.  Component 1: Electromagnetic Energy Is Emitted from a Source. 

2.4.1.  Electromagnetic Energy: Source, Measurement, and Illumination.  Remote sensing 

data become extremely useful when there is a clear understanding of the physical principles that 

govern what we are observing in the imagery.  Many of these physical principles have been 

known and understood for decades, if not centuries.  For this manual, the discussion will be 

limited to the critical elements that contribute to our understanding of remote sensing principles. 

2.4.2.  Summary of Electromagnetic Energy.  Electromagnetic energy or radiation is 

derived from the subatomic vibrations of matter and is measured in a quantity known as 

wavelength.  The units of wavelength are traditionally given as micrometers (µm) or nanometers 

(nm).  Electromagnetic energy travels through space at the speed of light and can be absorbed 

and reflected by objects.  To understand electromagnetic energy, it is necessary to discuss the 

origin of radiation, which is related to the temperature of the matter from which it is emitted. 

2.4.3.  Temperature.  The origin of all energy (electromagnetic energy or radiant energy) 

begins with the vibration of subatomic particles called photons (Figure 2.1).  All objects at a 

temperature above absolute zero vibrate and therefore emit some form of electromagnetic 

energy.  Temperature is a measurement of this vibrational energy emitted from an object.  

Humans are sensitive to the thermal aspects of temperature; the higher the temperature is the 

greater is the sensation of heat.  A “hot” object emits relatively large amounts of energy.  

Conversely, a “cold” object emits relatively little energy.  
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Figure 2.1.  As an electron jumps from a higher to lower energy level, shown in top figure, a 

photon of energy is released.  The absorption of photon energy by an atom allows electrons to 

jump from a lower to a higher energy state 

2.4.4.  Absolute Temperature Scale.  The lowest possible temperature has been shown to be 

–273.2°C and is the basis for the absolute temperature scale.  The absolute temperature scale,

known as Kelvin, is adjusted by assigning –273.2°C to 0 K (“zero Kelvin”; no degree sign).  The

Kelvin scale has the same temperature intervals as the Celsius scale, so conversion between the

two scales is simply a matter of adding or subtracting 273 (Table 2.1).  Because all objects with

temperatures above, or higher than, zero Kelvin emit electromagnetic radiation, it is possible to

collect, measure, and distinguish energy emitted from adjacent objects.
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Table 2.1 

Different scales used to measure object temperature, conversion formulas are listed below 

Object Fahrenheit (°F) Celsius (°C) Kelvin (K) 

Absolute zero –459.7 –273.2 0.0 

Frozen water 32.0 0.0 273.16 

Boiling water 212.0 100.0 373.16 

Sun 9981.0 5527.0 5800.0 

Earth 46.4 8.0 281.0 

Human body 98.6 37.0 310.0 

2.4.5.  Nature of Electromagnetic Waves.  Electromagnetic energy travels along the path of 

a sinusoidal wave (Figure 2.2) at the speed of light (3.00 × 108 m/s).  All emitted and reflected 

energy travels at this rate, including light.  Electromagnetic energy has two components, the 

electric and magnetic fields.  This energy is defined by its wavelength (λ) and frequency (v); see 

below for units.  These fields are in-phase, perpendicular to one another, and oscillate normal to 

their direction of propagation (Figure 2.2).  Familiar forms of radiant energy include X-rays, 

ultraviolet (UV) rays, visible light, microwaves, and radio waves.  All of these waves move and 

behave similarly; they differ only in radiation intensity. 

Figure 2.2.  Propagation of the electromagnetic and magnetic field.  Waves vibrate 

perpendicular to the direction of motion; electric and magnetic fields are at right angle to each 

other.  These fields travel at the speed of light. 

2.4.6.  Measurement of Electromagnetic Wave Radiation.  Electromagnetic waves are 

measured from wave crest to wave crest or conversely from trough to trough.  This distance is 

known as wavelength (λ or “lambda”) and is expressed in units of micrometers (µm) or 

nanometers (nm) (Figure 2.3 and Figure 2.4). 
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Figure 2.3.  Wave morphology— wavelength (λ) is measured from crest-to-crest or trough-to-

trough 

Figure 2.4.  Long wavelengths maintain a low frequency and lower energy state relative to the 

short wavelengths 

2.4.6.1.  Frequency.  The rate at which a wave passes a fixed point is known as the wave 

frequency and is denoted as v (“nu”).  The units of measurement for frequency are given as Hertz 

(Hz), the number of wave cycles per second (Figure 2.4 and Figure 2.5). 

Figure 2.5.  Frequency (v) refers to the number of crests of waves of the same wavelength that 

pass by a point (P) in each second 

Crest 

λ 

 

Trough 

   P 
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2.4.6.2.  Speed of electromagnetic radiation (or speed of light).  Wavelength and frequency 

are inversely related to one another; as one increases the other decreases.  Their relationship is 

expressed as: 

c = λv (Equation 2.1) 

where 

c = the speed of light (3.0 x 108 m/s) 

λ = the wavelength (m) 

v = frequency (Hz) 

This mathematical expression also indicates that wavelength (λ) and frequency (v) are both 

proportional to the speed of light (c).  Because the speed of light is constant, radiation with a 

relatively short wavelength will have a relatively high frequency; conversely, radiation with a 

relatively long wavelength will have a relatively low frequency.  

2.4.7.  Electromagnetic Spectrum. 

2.4.7.1.  Electromagnetic radiation wavelengths are typically plotted on a logarithmic scale, 

in increments of powers of 10, known as the electromagnetic spectrum (Figure 2.6).  Though the 

spectrum is commonly divided into various regions based on certain characteristics of particular 

wavelengths, it is truly a continuum of increasing wavelengths with no inherent differences 

among the radiation of varying wavelengths.   

2.4.7.2.  For instance, the visible region of the electromagnetic spectrum is commonly 

classified as the wavelength region spanning approximately 400 to 700 nm (Figure 2.6).  This 

region represents the range of wavelengths within which the human eye can typically detect 

colors.  However, the upper and lower boundaries of this region are somewhat arbitrarily 

defined, as the precise limits of human vision can vary between individuals.  
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Figure 2.6.  Electromagnetic spectrum displayed in meter (m) and Hertz (Hz) units;  short 

wavelengths are shown on the left, long wavelengths on the right and the visible spectrum is 

shown in red 

2.4.8.  Regions of the Electromagnetic Spectrum.  Different regions of the electromagnetic 

spectrum can provide discrete information about an object.  The categories of the 

electromagnetic spectrum represent groups of measured electromagnetic radiation with similar 

wavelength and frequency.  Remote sensors are engineered to detect specific spectrum 

wavelength and frequency ranges.  Most sensors operate in the visible, infrared (IR), and 

microwave regions of the spectrum.  The following paragraphs discuss prominent regions of the 

electromagnetic spectrum and their general characteristics and potential uses.  The spectrum 

regions are discussed in order of increasing wavelength and decreasing frequency. 

2.4.8.1.  UV.  The UV portion of the spectrum contains radiation just beyond the violet 

portion of the visible wavelengths (Figure 2.6).  UV radiation has relatively short wavelengths 

(10 to 400 nm) and high frequencies.  UV wavelengths are used in geologic and atmospheric 

science applications.  Materials, such as rocks and minerals, fluoresce or emit visible light in the 

presence of UV radiation.  The florescence associated with natural hydrocarbon seeps is useful in 

monitoring oil fields at sea.  In the upper atmosphere, UV radiation is greatly absorbed by ozone 

(O3) and becomes an important tool in tracking changes in the ozone layer.   

2.4.8.2.  Visible Light.  The radiation detected by human eyes is in the spectrum range aptly 

named the visible spectrum.  Visible radiation or light is the only portion of the spectrum that can 

be perceived as colors.  These wavelengths span a very short portion of the spectrum, ranging 

from approximately 400 to 700 nm.  Because of this short range, the visible portion of the 

spectrum is often plotted on a linear scale, as in Figure 2.6.  This linear scale allows the 

individual colors in the visible spectrum to be discretely depicted.  The shortest visible 
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wavelength is violet and the longest is red.  The visible colors and their corresponding 

wavelengths are listed in Table 2.2.  

2.4.8.3.  Visible light detected by sensors depends greatly on the surface reflection 

characteristics of objects.  Urban feature identification, soil/vegetation discrimination, ocean 

productivity, cloud cover, precipitation, snow, and ice cover are only a few examples of current 

applications that use the visible range of the electromagnetic spectrum. 

Table 2.2 

Wavelengths of the primary colors of the visible spectrum 

Color Wavelength (nm) 

Violet 400 – 446 

Blue 446 – 500 

Green 500 – 578 

Yellow 578 – 592 

Orange 592 – 620 

Red 620 – 700 

2.4.8.4.  IR. 

a. The portion of the electromagnetic spectrum adjacent to the visible range is the IR region

(Figure 2.6).  This energy is not visible to the human eye but is experienced by humans as the 

sensation of heat.  The IR region ranges from approximately 700 nm to 1 mm, which is more 

than 100 times as large of a range as that of visible light.  The IR region can be subdivided into 

several sub-regions as outlined in Table 2.3.   

b. Near-IR is the range of wavelengths just beyond (longer than) the red portion of the

visible light region.  Near-IR and short-wavelength IR (SWIR) wavelengths are also commonly 

referred to as reflected IR, as measurements of the reflection of these wavelengths (emitted by 

the Sun) off Earth surfaces can be diagnostic of various properties such as vegetation health and 

soil composition.  The mid- and longer IR wavelengths are categorized as “thermal” IR, as they 

are emitted from the Earth’s surface in the form of thermal energy and are used to measure 

temperature variations between various surfaces and objects.     

Table 2.3 

Common subdivisions of the IR wavelength region 

IR Sub-regions Wavelengths (μm) 

Near-IR (NIR) .7 – 1.4 

Short-Wavelength IR (SWIR) 1.4 – 3 

Mid-Wavelength IR (MWIR) 3 – 8 

Long-Wavelength IR (LWIR) 8 – 15 

Far IR (FIR) 15 – 1,000 
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2.4.8.5.  Microwave. 

a. Beyond the IR region is the microwave region, including a very broad range of

wavelengths from 1 mm to 1 m.  Various bands of microwave radiation commonly used in 

remote sensing applications are listed in Table 2.4.  These bands are diagnostic of certain 

properties of various materials they interact with.  Microwave radiation includes the longest 

wavelengths typically used for remote sensing applications.   

b. Microwave remote sensing is used in the studies of meteorology, hydrology, oceans,

geology, agriculture, forestry, and ice, and for topographic mapping.  Because microwave 

emission is influenced by moisture content, it is useful for mapping soil moisture, sea ice, 

currents, and surface winds.  Other applications include snow wetness analysis, profile 

measurements of atmospheric ozone and water vapor, and detection of oil slicks. 

Table 2.4   

Wavelengths of various bands in the microwave range 

Band Frequency (MHz) Wavelength (cm) 

Ka 40,000–26,000 0.8–1.1 

K 26,500–18,500 1.1–1.7 

X 12,500–8000 2.4–3.8 

C 8000–4000 3.8–7.5 

L 2000–1000 15.0–30.0 

P 1000–300 30.0–100.0 

2.4.9.  Quantifying Energy.  In addition to wavelength and frequency, it is also useful to 

measure the intensity exhibited by electromagnetic energy.  Intensity can be described by Q and 

is measured in units of Joules (J).  The following equation shows the relationship between 

electromagnetic wavelength, frequency, and intensity: 

Q = h ν (Equation 2.2) 

Because c = λ ν, Q also equals 

Q = h c / λ 

where 

Q = energy of a photon in J 

h = Planck’s constant (6.6 × 10–34 J s) 

c = the speed of light, (3.0 x 108 ms-1) 

λ = wavelength (µm) 

ν = frequency (s-1 or Hz) 
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2.4.9.1.  The equation for energy indicates that, for long wavelengths, the amount of energy 

will be low, and for short wavelengths, the amount of energy will be high.  For instance, blue 

light is on the short wavelength end of the visible spectrum (446 to 500 nm) while red is on the 

longer end of this range (620 to 700 nm).  Thus, blue light is a higher energy radiation than red 

light.  

2.4.9.2.  Implications for Remote Sensing.  The relationship between energy and wave- 

lengths has implications for remote sensing.  For example, in order for a sensor to detect low-

energy microwaves (which have a large λ), it will have to remain fixed over a site for a relatively 

long period of time, known as “dwell time.”  Dwell time is critical for the collection of an 

adequate amount of radiation.  Conversely, low energy microwaves can be detected by 

“viewing” a larger area to obtain a detectable microwave signal.  The latter is typically the 

solution for collecting lower energy microwaves. 

2.4.10.  Black Body Emission.  Energy emitted from an object is a function of its surface 

temperature.  An idealized object called a black body is used to model and approximate the 

electromagnetic energy emitted by an object.  A black body completely absorbs and re-emits all 

radiation incident to (striking) its surface.  A black body emits electromagnetic radiation at all 

wavelengths if its temperature is above 0 Kelvin.  The Wien and Stefan-Boltzmann Laws explain 

the relationship between temperature, wavelength, frequency, and intensity of energy. 

2.4.10.1.  Wien’s Displacement Law.  In (Equation 2.2, wavelength is shown to be an 

inverse function of energy.  It is also true that wavelength is inversely related to the temperature 

of the source.  This is explained by Wein’s Displacement Law: 

λmax = b/T (Equation 2.3) 

where 

λmax = wavelength of maximum emission (µm) 

b = Wien’s constant (2898 µm K) 

T = temperature of object (K) 

Using this formula, we can determine the temperature of an object by measuring the wavelength 

of its incoming radiation. 

2.4.10.2.  The Stefan-Boltzmann Law.  The Stefan-Boltzmann Law states that the total 

energy radiated by a black body per volume of time is proportional to the fourth power of 

temperature.  This can be represented by the following equation: 

j* = σT4 (Equation 2.4) 

where 

j* = radiant exitance or emissive power (W) 

σ = Stefan-Boltzmann constant (5.6697 × 10-8 W m-2 K-4) 

T = temperature of the object (K) 



EM 1110-1-2910 ● 10 March 2021 15 

This simply means that the total energy emitted from an object rapidly increases with only slight 

increases in temperature.  Therefore, a hotter black body emits more radiation at each 

wavelength than a cooler one (Figure 2.7).  

Figure 2.7.  Spectral intensity of different emitted temperatures.  The horizontal axis is 

wavelength in nm and the vertical axis is spectral intensity.  The vertical bars denote the peak 

intensity for the temperatures presented.  These peaks indicate a shift toward higher energies 

(lower wavelengths) with increasing temperatures.  

2.4.10.3.  Summary.  Together, the Wien and Stefan-Boltzmann Laws are powerful tools.  

From these equations, temperature and radiant energy can be determined from an object’s 

emitted radiation.  For example, ocean water temperature distribution can be mapped by 

measuring the emitted radiation, discrete temperatures over a forest canopy can be detected, and 

surface temperatures of distant solar system objects can be estimated. 

2.4.11.  The Sun and Earth as Black Bodies.  The Sun’s surface temperature is 5800 K; at 

that temperature, much of the energy is radiated as visible light (Figure 2.8).  We can therefore 

see much of the spectra emitted from the Sun.  Scientists speculate the human eye has evolved to 

take advantage of the portion of the electromagnetic spectrum most readily available (i.e., 

sunlight).  Note from the figure that the Earth’s emitted radiation peaks between 6 to 16 µm; to 

“see” these wavelengths, one must use a remote sensing detector.   
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Figure 2.8.  The Sun and Earth both emit electromagnetic radiation; the Sun’s temperature is 

approximately 5770 Kelvin and the Earth’s temperature is centered on 300 Kelvin 

2.4.12.  Passive and Active Sources. 

2.4.12.1.  The energy referred to above is classified as passive energy.  Passive energy is 

emitted directly from a natural source.  The Sun, rocks, the ocean, and humans are all examples 

of passive sources.  Remote sensing instruments are capable of collecting energy from both 

passive and active sources.   

2.4.12.2.  Active energy is energy generated and transmitted from the sensor itself.  Active 

radar systems transmit their own microwave energy to the surface terrain; the strength of energy 

returned to the sensor is recorded as representing the surface interaction.  Similarly, LiDAR 

systems (discussed in detail in 0) transmit light to objects in the form of lasers and receive the 

returned signal to derive distance measurements.  

2.5.  Component 2: Interaction of Electromagnetic Energy with Matter.  Absorption, 

Transmission, and Reflection.  After leaving the source, the emitted energy undergoes a 

potentially transformative journey on its path to the sensor, changing intensity, wavelength, and 

direction depending on what materials it encounters along the way.  When light encounters other 

matter, it is absorbed, transmitted, or reflected (Figure 2.9).  The intensity and contribution of 

these effects depend on the wavelength of light, the material in question, and the geometry of the 

interaction; however, their sum will equal that of the incident energy: 
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EI = EA + ET +ER (Equation 2.5) 

where 

EI = incident energy striking an object 

EA = absorbed radiation  

ET = transmitted energy  

ER = reflected energy 

The following discussion will highlight these interactions in the case of passive solar remote 

sensing, where the Sun is the energy source, and the emitted energy interacts with the Earth’s 

atmosphere and surface before reaching the sensor. 

Figure 2.9.  Incident radiation encountering a material will be reflected, absorbed, or 

transmitted through the medium.  Materials also emit radiation; the wavelength of the emitted 

radiation is a function of their temperature. 

2.5.1.  Absorption.  With reference to electromagnetic radiation, absorption is the 

conversion of incident energy into internal energy (most commonly as an increase in 

temperature) by a material.  Absorption is measured as a percentage and is often presented as the 

opposite of transmission (when referring to the atmosphere) or reflectance (when referring to 

surface objects) because it is essentially a loss or attenuation of the remote signal.  Absorbed 

energy is incorporated into the chemical bonds of the impacted material, and the bond length, 

which depends on the chemical makeup of the material, governs which wavelengths are 

absorbed.  Generally, the intensity of the incident energy does not influence absorption.  

2.5.2.  Transmission occurs when radiation passes through a material.  Total absorption (0% 

transmission) and total transmission (100% transmission) are uncommon as all materials absorb 

some radiation—this explains why thin or porous media may appear transparent but thicker 

instances of the same material are opaque.  

2.5.3.  Atmospheric Windows and Walls. 

2.5.3.1.  The gases in the Earth’s atmosphere absorb a significant amount of the Sun’s 

radiation.  Ozone (O3), carbon dioxide (CO2), and water vapor (H2O) are the three main 
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atmospheric compounds that absorb radiation, and each absorbs radiation at particular 

wavelengths.  To a lesser extent, oxygen (O2) and nitrogen dioxide (NO2) also absorb radiation 

(Figure 2.10).   

2.5.3.2.  Wavelength regions of high absorption are called atmospheric walls.  Regions of 

high transmission are called atmospheric windows.  Most remote sensing systems are interested 

in imaging the planet’s surface, so they are constrained to operating in wavelength regions where 

there are atmospheric windows.  Notable elemental absorption regions are discussed below. 

Figure 2.10.  Plot of atmospheric transmission for solar (left panel) and terrestrial (right panel) 

energy sources.  Regions of high transmission, atmospheric windows allow radiation to 

penetrate the Earth’s atmosphere and reach the surface and sensor.  Regions of low 

transmission, atmospheric walls are caused by absorption of those wavelengths by gases in the 

atmosphere; the gases responsible for notable atmospheric walls are indicated by their molecular 

formula above.  

2.5.3.3.  Ozone.  Ozone (O3) absorbs harmful UV radiation from the Sun.  Without this 

protective layer in the atmosphere, our skin would burn when exposed to sunlight. 

2.5.3.4.  Carbon Dioxide.  Carbon dioxide (CO2) is called a greenhouse gas because it 

greatly absorbs thermal IR radiation.  Carbon dioxide thus serves to trap heat in the atmosphere 

from radiation emitted from both the Sun and the Earth. 

2.5.3.5.  Water vapor.  Water vapor (H2O) in the atmosphere absorbs incoming longwave 

IR and shortwave microwave radiation (22 to 1 μm).  Water vapor in the lower atmosphere 

varies annually from location to location.  For example, the air mass above a desert would have 

very little water vapor to absorb energy, while the tropics would have high concentrations of 

water vapor (i.e., high humidity).  

2.5.4.  Reflection. 

2.5.4.1.  Let us suppose for the moment that any radiation that is not absorbed in the 

atmosphere reaches the Earth’s surface—this is not quite true, but because it requires some prior 

discussion of reflection, scattering will be discussed later in this chapter.  Upon reaching near-

surface objects, radiation can again be transmitted, absorbed, or reflected.  Reflection occurs 
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when radiation is neither absorbed nor transmitted but is instead bounced off of the object it 

encountered.  This reflected energy is what is collected by the sensor.   

2.5.4.2.  The intensity and wavelength of the reflected energy depends on the material 

properties, surface roughness relative to the wavelength of the incident light, and geometry.  

These differences allow us to delineate different materials and objects in remotely sensed 

imagery.  Reflectance is a unitless quantity describing the percentage of incident radiation that is 

reflected at a particular wavelength: 

Rλ = ER,λ / EI,λ (Equation 2.6) 

where 

Rλ is the reflectance of light of wavelength λ 

ER, λ is the reflected energy of wavelength λ, and 

EI, λ is the total incident energy of wavelength λ 

2.5.4.3.  At each wavelength, a material has a characteristic reflectance, which when taken 

together form a spectral reflectance curve or spectral signature, which can be used to identify the 

material.  While reflectance is a material property, individual objects reflect light differently 

based on their surface roughness, their orientation, the orientation of the light source, and the 

orientation of the sensor.  Reflectance describes the ratio of incident to reflected energy for a 

diffuse or Lambertian surface, orthogonal to the sensor.  Deviations from this spatial 

arrangement result in geometric effects or errors that may need to be corrected for in a remotely 

sensed product. 

2.5.4.4.  Specular and diffuse reflection.  The nature of reflectance is controlled by the 

wavelength of the radiation relative to the surface texture.  Surface texture is defined by the 

roughness or bumpiness of the surface relative to the wavelength.  Objects display a range of 

reflectance from diffuse to specular.  Specular reflectance is a mirror-like reflection, which 

occurs when an object with a smooth surface reflects in one direction.  The incoming radiation 

will reflect off a surface at the same angle of incidence (Figure 2.11).  Diffuse or Lambertian 

reflectance reflects in all directions from a rough surface.  This type of reflectance gives the most 

information about an object. 

Figure 2.11.  Specular reflection or mirror-like reflection (left) and diffuse reflection (right) 
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2.5.5.  Atmospheric Effects. 

2.5.5.1.  Up to this point, a simplified view of energy’s path from the Sun, to a ground 

target, and back to the sensor has been presented in order to establish the basic interactions of 

light with matter.  In this idealized scenario, light that was not absorbed by the atmosphere 

traveled to the surface and was either absorbed or reflected to the sensor.  In actuality, radiation’s 

journey to the surface involves a plethora of interactions with particles in the atmosphere; 

however, because the atmospheric constituents are so small, some smaller than the wavelength of 

the radiation traveling past them, the way that light is transmitted and reflected is somewhat 

different than with macroscale targets.   

2.5.5.2.  The interaction of light with liquids, gases, and small particles is often referred to 

as scattering and is heavily dependent on the size of the particle or scatterer and the wavelength 

of the incident radiation (Table 2.5).  Because the composition and density of the atmosphere 

varies, the path length or the total distance that radiation travels between the top of the 

atmosphere, the surface, and the sensor, also affects how much scattering occurs.  Three 

prevalent types of scattering that occur in the atmosphere are Rayleigh scattering, Mie scattering, 

and nonselective or geometric scattering (Figure 2.12). 

Table 2.5 

Properties of Different Atmospheric Scattering Effects 

Process Diameter (D) of Particle 

Relative to Incoming 

Wavelength (λ) 

Result 

Rayleigh scattering D << λ Short wavelengths are scattered 

Mie scattering D ≈ λ Long wavelengths are scattered 

Nonselective scattering λ >> D All wavelengths are scattered 

Absorption No relationship No transmission 

Figure 2.12.  Diagram of Rayleigh and Mie scattering processes by particle size 

2.5.5.3.  Rayleigh Scattering.  Rayleigh scattering dominates when the diameters of 

atmospheric particles (D) are much smaller than the incoming radiation wavelength (λ).  This 

leads to a greater amount of short wavelength scatter resulting from the small particle size of 

atmospheric gases.  Scattering is inversely proportional to wavelength by the fourth power: 
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Rayleigh Scatter  =  D / λ4 (Equation 2.7) 

where 

λ is the wavelength (m) 

2.5.5.4.  This means that shorter wavelengths (those shorter than about 10% of the 

scatterer’s diameter) will be diffusely scattered, or transmitted equally in all directions (Figure 

2.12).  Longer wavelengths are unaffected and will be transmitted without changing direction.  

Rayleigh scattering is an elastic scattering process, meaning the wavelength of the scattered light 

is unchanged, merely separated from the incident spectra (Figure 2.13). 

Figure 2.13.  This image illustrates a range of scattering conditions.  Rayleigh scattering causes 

the clear sky to be blue near the top of the scene and red nearer the horizon.  Mie scattering, and 

ultimately, nonselective scattering result in the variable appearance of clouds throughout the 

scene.  Note the clouds in the bottom right (and presumably above based on the darkness of the 

ground surface) are nearly optically opaque.  Image courtesy of the National Aeronautics and 

Space Administration (NASA). 

2.5.5.5.  Why is the sky blue?  Rayleigh scattering accounts for the Earth’s blue sky (Figure 

2.13).  We see predominately blue because the wavelengths in the blue region (0.446–0.500 μm) 

are scattered primarily by nitrogen gas (N2, D = 3.6 x 10-10 m) in the atmosphere.  When 

radiation from the Sun encounters nitrogen molecules, notably those that are not necessarily in 

the path between the Sun and our eyes, most of the wavelengths are transmitted to the surface or 

to space, depending on the angle; however, short wavelengths are scattered diffusely, in all 

directions.  Some of that blue light, effectively amplified by the sheer number of interactions, 

reaches our eyes and makes the sky appear blue.  

2.5.5.6.  Our perception of sunrise and sunset as red or pink is caused by the same 

phenomenon.  When the Sun is lower in the sky, light must travel through a greater thickness of 

atmosphere to reach our eyes (Figure 2.13).  This increase in path length increases the number of 

interactions light has with molecules in the atmosphere and increasingly longer wavelengths are 
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scattered as the incident signal is depleted, leaving only reddish wavelengths to reach the eye.  

Another example of this effect is “Earthrise” on the Moon as famously captured by the Apollo 8 

mission.  The Moon has no atmosphere, and therefore, no Rayleigh scattering, so no sunlight is 

reflected back to the observer.  This explains why the Moon’s sky appears black (shadows on the 

Moon are more black than shadows on the Earth for the same reason; see Figure 2.14). 

Figure 2.14.  Moon rising in the Earth’s horizon (left).  The Earth’s atmosphere appears blue 

due to Rayleigh Scatter.  Photo taken from the Moon’s surface shows the Earth rising (right).  

The Moon has no atmosphere, thus no atmospheric scatter.  Its sky appears black.  Moonset 

(left) image was taken on the Astro-1 Mission, December 1990, NASA.  Earthrise (right) was 

taken from Apollo 8, December 1968, NASA. 

2.5.5.7.  Mie Scattering.  Mie scattering occurs when an atmospheric particle diameter is on 

the order of the radiation’s wavelength (D ≈ λ), most commonly in the presence of water vapor, 

dust, smoke, or smog.  Mie scattering is both gradational and directional—there is more 

scattering from larger particles and the intensity of the scattering is in the same direction as the 

incident radiation.  For example, the bright white halo we observe around the Sun is from Mie 

scattering of water vapor in the atmosphere.  Similarly, water droplets (larger diameters than 

vapor) in clouds appear white because of Mie scattering. 

2.5.5.8.  Nonselective Scattering.  At even larger particle sizes (5–100 μm), Mie scattering 

approaches the point where all wavelengths are scattered equally or nonselectively.  This leads to 

the scatter of visible, near IR, and mid-IR.  All these wavelengths are equally scattered.  This 

scattering effect is noticeable in haze, smog, and clouds (those with large droplet sizes prior to 

precipitation events). 

2.5.6.  Summary.  You now have an understanding of where remotely sensed energy comes 

from, its composition, and what effects the materials it encounters can have on it as it travels 

from its source, to a target, and back to the sensor.  The next section will highlight what 

information a typical remote sensor actually collects and begin the discussion of how to extract 

information about the target or surface from the collected data. 
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2.6.  Component 4: Energy Is Detected and Recorded by the Sensor.   Earlier sections of this 

chapter explored the nature of emitted and reflected energy and the interactions that influence the 

resultant radiation as it traverses from source to target to sensor.  This section will address how 

data is collected by a sensor, the transition of remotely sensed data to a usable product, including 

an introduction to correcting for radiometric, atmospheric, and geometric effects. 

2.6.1.  Conversion of the Radiation to Data.  Data collected at a sensor are converted from a 

continuous analog to a digital number (DN).  This is a necessary conversion, as electromagnetic 

waves arrive at the sensor as a continuous stream of radiation.  The power of the incoming 

radiation is sampled at regular time intervals by measuring the voltage created at the sensor.  

This voltage is converted to a DN, most often as an 8, 16, or 32-bit integer.  Table 2.6 contains a 

list of select bit integer binary scales and their corresponding number of brightness levels.  The 

ranges are derived by exponentially raising the base of 2 by the number of bits. 

Table 2.6 

DN value ranges for various unsigned integer types 

Bit Value 2x DNs DN Range 

8 28 256  0–255 

16 216 65536  0–1023 

32 232 4294967296  0–4294967295 

2.6.2.  Diversion on Data Type.  DN values for raw remote sensing data are usually 

integers.  Occasionally, data can be expressed as a decimal.  The most popular code for 

representing real numbers (a number that contains a fraction, such as 0.5, which is one-half) is 

called the Institute of Electrical and Electronics Engineers or IEEE, pronounced I-triple-E, 

Floating-Point Standard.  ASCII text or American Standard Code for Information Interchange 

text, pronounced ask-ee, is another alternative computing value system.  This system is used for 

text data.  

2.6.3.  You may need to be aware of the type of data used in an image, particularly when 

determining the DN in a pixel.  For most sensors, the data numbers recorded are not indicative of 

physical properties and need to be rescaled or calibrated to spectral radiance or spectral 

reflectance.  This process is called radiometric calibration and varies by sensor; specific 

instructions for converting data numbers to radiance or reflectance can be found in the 

documentation for individual sensing systems. 

2.6.4.  Turning Digital Data into Images.  Satellite data can be displayed as an image on a 

computer monitor by an array of pixels, or picture elements, containing DNs.  The composition 

of the image is simply a grid of continuous pixels, known as a raster image (Figure 2.15).  The 

DN of a pixel is the result of the spatial, spectral, and radiometric averaging of reflected/emitted 

radiation from a given area of ground cover.  The DN of a pixel is therefore the average radiance 

of the surface area the pixel represents, and the value given to the DN is based on the brightness 

value of the radiation.  
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Figure 2.15.  This figure simulates the creation of a raster product; the left panel, a high-

resolution color-IR image collected over Lake Kissimmee, Florida, simulates a full resolution 

scene.  Black gridlines show the pixel boundaries that will be collected by the sensor.  The right 

panel shows the raster image collected by the sensor.  Note that each pixel value in the raster 

image is a spatial average of the radiance values present in the higher resolution scene. 

2.6.5.  For most radiation, an 8-bit scale is used that corresponds to a value range of 0–255 

(Table 2.6).  This means that 256 levels of brightness (DN values are sometimes referred to as 

brightness values—Bv) can be displayed, each representing the intensity of the reflected/emitted 

radiation.   

2.6.6.  On the image this translates to varying shades of grays.  A pixel with a brightness 

value of zero (Bv = 0) will appear black; a pixel with a Bv of 255 will appear white (Figure 

2.16).  All brightness values in the range of Bv = 1 to 254 will appear as increasingly brighter 

shades of gray.  In Figure 2.16, the dark regions represent water-dominated pixels, which have 

low reflectance/Bv, while the bright areas are developed land (agricultural and forested), which 

has high reflectance.  
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Figure 2.16.  Example pixel appearance and data values in an 8-bit unsigned integer, greyscale 

image 

2.6.7.  Spectral Radiance.  As reflected energy radiates away from an object, it moves in a 

hemi-spherical path.  The sensor measures only a small portion of the reflected radiation—the 

portion along the path between the object and the sensor.  This measured radiance is known as 

the spectral radiance (Equation 2.8).  

I = Reflected radiance + Emitted radiance (Equation 2.8) 

where  

I = radiant intensity in watts per steradian (W sr–1).  

The steradian is the international unit of solid angle, the three-dimensional equivalent to the 

radian.  The energy sampled by the sensor across this angle corresponds to a single pixel in the 

output.  Spectral reflectance can be calculated from spectral radiance by normalizing the radiance 

measurement with the power of the incident radiation.  During this process, geometric and 

atmospheric affects may need to be accounted for. 

2.6.8.  Atmospheric Correction Techniques.  Data can be corrected by resampling with the 

use of image processing software such as ERDAS Imagine or ENVI, or by the use of specialty 

software.  In many of the image processing software packages, atmospheric correction models 

are included as a component of an import process.  Also, data may have some corrections applied 

by the vendor.  When acquiring data, it is important to be aware of any corrections that may have 
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been applied to the data (see Chapter 4).  Correction models can be mathematically or 

empirically derived. 

2.6.8.1.  Empirical Modeling Corrections. 

a. Measured or empirical data collected on the ground at the time the sensor passes

overhead allows for a comparison between ground spectral reflectance measurements and sensor 

radiation reflectance measurements.  Typical data collection includes spectral measurements of 

selected objects within a scene as well as a sampling of the atmospheric properties that prevailed 

during sensor acquisition.  The empirical data are then compared with image data to interpolate 

an appropriate correction.   

b. Empirical corrections have many limitations, including cost, spectral equipment

availability, site accessibility, and advanced preparation.  It is critical to time the field spectral 

data collection to coincide with the same day and time that the satellite collects radiation data.  

This requires knowledge of the satellite’s path and revisit schedule.  For archived data, it is 

impossible to collect the field spectral measurements needed for developing an empirical model 

that will correct atmospheric error.  In such a case, a mathematical model using an estimate of 

the field parameters must complete the correction.  

2.6.8.2.  Mathematical Modeling Corrections.  Alternatively, corrections that are 

mathematically derived rely on estimated atmospheric parameters from the scene.  These 

parameters include visibility, humidity, and the percent and type of aerosols present in the 

atmosphere.  Data values or ratios are used to determine the atmospheric parameters.  

Subsequently, a mathematical model is extracted and applied to the data for re-sampling. 

2.6.9.  Spectral Reflectance Curves. 

2.6.9.1.  A surface feature’s color can be characterized by its reflectance, the percentage of 

incoming electromagnetic energy (illumination) it reflects at each wavelength across the 

electromagnetic spectrum.  This is its spectral reflectance curve or spectral signature, and as 

above, it is an unchanging property of the material.  For example, an object such as a leaf may 

reflect 3% of incoming blue light, 10% of green light, and 3% of red light.  The amount of light 

it reflects depends on the amount and wavelength of incoming illumination, but the percentages 

are constant.   

2.6.9.2.  Unfortunately, remote sensing instruments do not record reflectance directly, rather 

radiance, which is the amount (not the percent) of electromagnetic energy received in selected 

wavelength bands.  A change in illumination, more or less intense Sun for instance, will change 

the radiance.  Spectral signatures are often represented as plots or graphs, with wavelength on the 

horizontal axis and the reflectance on the vertical axis (Figure 2.17 provides a spectral signature 

for snow).  
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Figure 2.17.  Spectral reflectance of snow from Aster Spectral Library 

(http://speclib.jpl.nasa.gov/) data 

2.6.9.3.  Important Reflectance Curves and Critical Spectral Regions.  While there are too 

many surface types to memorize all their spectral signatures, it is helpful to be familiar with the 

basic spectral characteristics of green vegetation, soil, and water.  This in turn helps determine 

which regions of the spectrum are most important for distinguishing these surface types.  

2.6.9.4.  Spectral Reflectance of Green Vegetation.  Reflectance of green vegetation (Figure 

2.18) is low in the visible portion of the spectrum because of chlorophyll absorption, high in the 

near IR due to the cell structure of the plant, and lower again in the shortwave IR due to water in 

the cells.  Within the visible portion of the spectrum, there is a local reflectance peak in the green 

(0.55 µm) between the blue (0.45 µm) and red (0.68µm) chlorophyll absorption valleys. 

http://speclib.jpl.nasa.gov/
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Figure 2.18.  Spectral reflectance of healthy vegetation from the Aster Spectral Library 

(http://speclib.jpl.nasa.gov/) 

2.6.9.5.  Spectral Reflectance of Soil.  Soil reflectance (Figure 2.19) typically increases with 

wavelength in the visible portion of the spectrum and then stays relatively constant in the near-IR 

and shortwave IR, with some local dips resulting from water absorption at 1.4 and 1.9 µm and 

resulting from clay absorption at 1.4 and 2.2 µm. 

http://speclib.jpl.nasa.gov/
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Figure 2.19.  Spectral reflectance of one variety of soil using the Aster Spectral Library 

(http://speclib.jpl.nasa.gov/) 

2.6.9.6.  Spectral Reflectance of Water.  Spectral reflectance of clear water is low in all 

portions of the spectrum (Figure 2.20).  Reflectance increases in the visible portion when 

materials are suspended in water. 

2.6.9.7.  Critical Spectral Regions. 

a. The spectral regions that will be most useful in a remote sensing application depend on

the spectral signatures of the surface features to be distinguished. Figure 2.20 shows that the 

visible blue region is not very useful for separating vegetation, soil, and water surface types, 

since all three have similar reflectance, but visible red wavelengths separate soil and vegetation.  

In the near IR (0.7 to 2.5 µm), all three types are distinct, with vegetation high, soil intermediate, 

and water low in reflectance.  In the shortwave IR, water is distinctly low, while vegetation and 

soil exchange positions across the spectral region.   

b. When spectral signatures cross, the spectral regions on either side of the intersection are

especially useful.  For instance, green vegetation and soil signatures cross at about 0.7 µm, so the 

0.6 µm (visible red) and 0.8-µm and larger wavelengths (near IR) regions are of particular 

interest in separating these types.  In general, vegetation studies include near IR and visible red 

data, water vs. land distinction include near IR or shortwave IR.  Water quality studies might 

include the visible portion of the spectrum to detect suspended materials. 

http://speclib.jpl.nasa.gov/


30 EM 1110-1-2910 ● 10 March 2021 

Figure 2.20.  Spectral reflectance of grass, soil, water, and snow using the Aster Spectral Library 

(http://speclib.jpl.nasa.gov/) 

2.6.10.  Spectral Libraries.  As noted above, detailed spectral signatures of known materials 

are useful in determining whether and in what spectral regions surface features are distinct.  

Spectral reflectance curves for many materials (especially minerals) are available in existing 

reference archives (spectral libraries).  Data in spectral libraries are gathered under controlled 

conditions, quality checked, and documented.  Since these are reflectance curves, and reflectance 

is theoretically an unvarying property of a material, the spectra in the spectral libraries should 

match those of the same materials at other times or places. 

2.6.10.1.  Two major spectral libraries that are freely available online are: 

a. USGS Spectral Library (Kokaly et al., 2017): https://www.usgs.gov/labs/spec-lab

b. ECOSTRESS Spectral Library (formerly the ASTER Spectral Library) (Baldridge et al.,

2009; Meerdink et al., 2019): http://speclib.jpl.nasa.gov/ 

2.6.10.2.  The ECOSTRESS Spectral Library includes data from three other spectral 

libraries: Johns Hopkins University, the Jet Propulsion Laboratory, and the USGS. 

http://speclib.jpl.nasa.gov/
https://www.usgs.gov/labs/spec-lab
http://speclib.jpl.nasa.gov/
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2.7.  Brief History of Remote Sensing.   Remote sensing technologies have been built upon by 

the work of researchers from a variety of disciplines.  One must look further than 100 years ago 

to understand the foundations of this technology; however, the foundations of remote sensing as 

we use it today started to be developed in the 1960s and have progressed rapidly since then.  This 

advancement has been driven by both the military and commercial sectors in an effort to 

effectively model and monitor Earth processes.  

2.7.1.  The Camera. 

2.7.1.1.  The concept of imaging the Earth’s surface has its roots in the development of the 

camera.  While some of the important concepts behind photography were realized as early as 

1021 AD, the first camera to assume a recognizable form and produce images on film was 

developed in 1816.  A small aperture allows light reflected from objects to travel into the black 

box.  The light then “exposes” film, positioned in the interior, by activating a chemical emulsion 

on the film surface.   

2.7.1.2.  After exposure, the film negative (bright and dark are reversed) can be used to 

produce a positive print or a visual image of a scene.  Since then, photography has advanced 

significantly, and film cameras have, for the most part, been replaced by digital cameras, which 

create raster images using 3-band sensors, similar to those housed in satellites.  This transition 

illustrates an important linguistic distinction—a photograph is an image created by a film 

camera, whereas an image is a pixel representation of a scene. 

2.7.2.  Aerial Photography.  The idea of mounting a camera on platforms above the ground 

for a “bird’s-eye view” came about in the mid-1800s.  In the 1800s, there were few objects that 

flew or hovered above ground.  During the United States (U.S.) Civil War, cameras where 

mounted on balloons to survey battlefield sites.  Later, pigeons carrying cameras were employed. 

The use of balloons and other platforms created geometric problems that were eventually solved 

by the development of a gyro-stabilized camera mounted on a rocket.  This gyro-stabilizer was 

created by the German scientist Maul and was launched in 1912.  Today, aerial platforms 

continue to be valuable to the remote sensing community because of their high resolution and 

targeted nature. 

2.7.3.  First Satellites. 

2.7.3.1.  The world’s first artificial satellite, Sputnik 1, was launched on 4 October 1957 by 

the Soviet Union.  It was not until NASA’s meteorological satellite, Television IR Operational 

Satellite (TIROS)-1 was launched in 1960 that the first satellite images were produced.  NASA’s 

first satellite missions involved study of the Earth’s weather patterns.  TIROS missions launched 

10 experimental satellites in the early 1960s in an effort to prepare for a permanent weather 

bureau satellite system referred to as TOS which stands for TIROS Operating System.   

2.7.3.2.  Subsequent programs including TIROS-N, Advanced TIROS-N, and the National 

Oceanic and Atmospheric Administration’s D system extended the data record of these early 

weather satellites through the turn of the century.  The first satellite imagery program was the 

classified CORONA Program, which collected imagery between 1959 and 1972.  CORONA was 

developed as a replacement for the U-2 Aerial Photography Program to reduce the risk of flying 
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into remote regions of foreign airspace.  Imagery from CORONA had 40 m resolution and was 

declassified in 1995. 

2.7.4.  Landsat Program. 

2.7.4.1.  The 1970s brought the introduction of the Landsat series of satellites with the 

launching of Earth Resources Technology Satellite (also known as Landsat 1) by NASA.  The 

Landsat program was the first attempt to image whole Earth resources, including terrestrial 

(land-based) and marine resources.  Images from the Landsat series allowed for detailed mapping 

of land- masses on a regional and continental scale.  Landsat imagery continues to provide a 

wide variety of information that is highly useful for identifying and monitoring resources, such 

as fresh water, timberland, and minerals.   

2.7.4.2.  Landsat imagery is also used to assess hazards such as floods, droughts, forest 

fires, and pollution.  Geographers have used Landsat images to map previously unknown 

mountain ranges in Antarctica and to map changes in coastlines in remote areas.  A notable event 

in the history of the Landsat program was the addition of the Thematic Mapper on Landsat 4 in 

1982.  The Thematic Mapper produced 30-meter resolution imagery—a major improvement over 

the 70-meter imagery available at the time.   

2.7.4.3.  More importantly, the Thematic Mapper was the first 30-meter sensor in a series of 

sensors carried on Landsat missions (later versions were the Enhanced Thematic Mapper Plus 

and the Operational Land Imager), which have maintained a global, 30-meter imagery data set 

ever since.  This data set is currently maintained by the USGS Earth Resources Observation and 

Science Data Center and is freely available at http://earthexplorer.usgs.gov. 

2.7.5.  MODIS is a sensor housed on two NASA satellites: Aqua and Terra.  MODIS is 

notable because it images the entire planet every day and its data is freely available from 

NASA’s Disturbed Active Archive Centers, searchable at http://reverb.echo.nasa.gov/reverb.  

Because of its global scale and high temporal resolution, MODIS has been used to monitor 

global processes (at 250 to 500 m resolution) since its launch in 2000, and a vast array of 

products ranging from sea surface temperature to snow covered area have been developed from 

its 36 spectral bands.  At the time of writing, MODIS is past its design life but its successor has 

already been launched.   

2.7.6.  The Visible IR Imaging Radiometer Suite was launched on board the Suomi 

National Polar-orbiting Partnership satellite in November 2011 and aims to continue the global 

record established by MODIS.  

2.7.7.  High Resolution Optical Systems.  Advances in commercial satellite imagery have 

created a huge surge in both the supply and demand of high-resolution multispectral satellite 

imagery in the last decade.  The transition to high resolution commercial systems began with the 

launches of IKONOS and Quickbird in 1999 and 2001, respectively.  These satellites boast 

resolutions on the order of meters rather than tens of meters and have become finer as time goes 

on.  Worldview 3, which was launched in August 2014, collects multispectral imagery at just 

over 1 m resolution.  Capabilities of individual systems can be found on their vendor’s websites. 

DigitalGlobe, the developer of the Worldview series of satellites, is perhaps the most widely 

known and contracted image vendor: https://www.digitalglobe.com.  

http://earthexplorer.usgs.gov/
https://www.digitalglobe.com/
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2.7.8.  Non-Optical Sensing Systems.  We have concentrated on optical and multispectral 

imagers, but many remote sensing systems do not rely on the Sun as the radiation source.  There 

are a variety of active remote sensing systems (e.g., RADAR and LiDAR) that transmit and 

receive their own signals and have a wide range of applications and platforms associated with 

them.  LiDAR systems are discussed in detail in 0. 

2.8.  Future of Remote Sensing.  The improved availability of satellite images coupled with the 

ease of image processing has led to numerous and creative applications.  Remote sensing has 

dramatically brought about changes in the methodology associated with studying Earth processes 

on both regional and global scales.  Advancements in sensor resolution, particularly spatial, 

spectral, and temporal resolution broaden the possible applications of satellite data.  Both 

government agencies around the world and private companies are pushing to meet the demand 

for reliable and continuous satellite coverage.  This includes both technological advances in large 

satellite systems, like the Worldview series and the development of small or micro-satellites.  

Planet Labs, NASA, and others are working to develop constellations of small satellites that are 

able to image the planet daily at high resolution and low cost. 
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Chapter 3. 

Three-Dimensional (3D) Data Acquisition  

3.1.  Light Detection and Ranging Systems. 

3.1.1.  Current State of the Art.  The text below is an attempt to give a general overview of 

the significant components that make up an airborne laser scanning system, but is by no means 

an exhaustive description, and is based upon the work presented in Glennie et al., 2013.  The 

interested reader is encouraged to refer to some recent sources on airborne laser scanning 

including [Renslow 2012, Shan and Toth 2009, Vosselmann and Mass 2010, Maune and 

Nayegandhi 2019]. 

3.1.1.1.  Time-of-flight ranging.  

a. All current airborne laser scanning systems are based upon time-of-flight laser ranging,

where the ranging unit consists of a laser transmitter that emits short pulses of laser light, and an 

optical receiver that detects backscattered laser radiation.  With precise electronics, the round-

trip travel time of the light can be measured and directly converted to range: t = 2R/c, where t 

is the round-trip flight time of the laser, R is the range (distance) between emitter/receiver and 

target, and c is the speed of light in the atmosphere.   

b. Once the laser pulse is emitted from the transmitter, its propagation and reflection are

governed by the same phenomena discussed in Chapter 2 for visible light sources.  Current 

commercial LiDAR systems almost exclusively use avalanche photodiodes (APD) as their 

photodetector.  The APD converts the incident photon energy into a proportional analog electric 

current.  For so-called discrete return airborne LIDAR systems, the analog signal is then 

analyzed in real time to extract the peaks from the incident laser light waveform.    

3.1.1.2.  Full waveform ranging. 

a. For simple discrete return systems, as described above, the real-time analysis of the

returned energy simply identifies the peak power locations of the return signal, which normally 

correspond to the hard targets illuminated by the laser.  However, recent technological 

advancements allow the recording of the entire echo of the backscattered illumination at 

significantly higher sampling rates (1 to 2 GHz), resulting in a sampled waveform of the entire 

backscattered illumination (i.e., full waveform LiDAR or (FWL)) (Figure 3.1).   

b. FWL provides a new ability to enhance pulse peak detection through post-processing,

and further quantify additional information about the imaged scene by parametric and volumetric 

analysis of the sampled backscattered illumination.  While the acquisition of FWL return 

information can provide additional information, it should also be noted that the processing time 

required to convert these waveform signatures into usable information is currently quite time 

prohibitive.   
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Figure 3.1.  Graphical representation of discrete return and full waveform airborne laser 

measurements for different target situations.  The target is illuminated with a short laser pulse, 

and when the pulse interacts diffusely with a target, a fraction of the signal is reflected back to 

the instrument.  This complexity is well characterized using a full waveform system, whereas a 

discrete return system often fails to detect all surfaces in complex or cluttered target 

environments.  

3.1.1.3.  Single photon sensitivity.  

a. Traditional discrete return and FWL systems rely on the return light energy having a

high signal-to-noise ratio so that the detector is easily able to measure a proportion of the number 

of returning light photons—typically thousands of photons are required.  This is not the most 

efficient use of the light energy, and as a result, the power required to run the lasers is high and 

the standoff distance for collection is relatively limited.   

b. However, recent developments have brought new LiDAR systems that employ sensitive

light detection technologies and fast-timing electronics.  These systems are based upon low 

energy, short pulse lasers, and sensitive photon-counting detector arrays, which are able to 

measure very low levels of reflected active radiation—often down to the level of a single photon.  

These single photon systems are able to collect observations from higher elevations, and 

therefore are efficient at capturing large swaths of data in a limited amount of time.   

c. This efficiency does come at a cost, however.  Because the detectors being used are

extremely sensitive, they are also significantly noisier and subject to false returns from scattered 

light from the Sun, for example.  Therefore, the resultant range observations from a single 
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photon-sensitive system requires additional denoising steps to extract target returns from 

background noise.  Currently, there are two competing modes for single photon systems: (a) 

Geiger mode detectors, and (b) single photon-sensitive systems.   

d. Geiger mode systems use detectors that operate as a binary detection system; either they

sense light return or they don’t.  These detectors therefore do not directly provide intensity of the 

return signal.  These detectors also generally have longer reset times, meaning that only one 

return is detected per outgoing pulse.  As a result, they also tend to require areas with complex 

structure (e.g., vegetation) to be sampled multiple times in order to increase the probability of 

detecting both the tree canopy and the ground beneath it.   

e. To enable oversampling, multiple detectors in an array (like a digital camera) are used to

detect returns.  A large outgoing laser beam footprint is used to illuminate the field of view of the 

detector array, and each individual pixel in the array measures an independent range to the 

targets of interest (Figure 3.2).  Geiger mode systems are used commercially by Harris 

Corporation, and have been used in the DoD-developed systems Airborne Ladar Imaging 

Research Testbed and MACHETE. 

f. Single photon-sensitive systems do not operate as a binary detector, but rather use

devices (either photomultiplier tubes or silicon photomultipliers) that are sensitive down to the 

level of a few photons.  The primary difference between these systems and Geiger mode sensors 

is that photomultipliers do not have long reset times, and are therefore able to generate multiple 

returns per outgoing laser pulse.  As a result, their requirements for oversampling in complex 

structure is not as high, and current systems use a smaller array of detectors than that of Geiger 

Mode systems.  The Leica SPL100 and the Advanced Topographic Laser Altimeter System 

(ATLAS) system on the IceSat-2 satellite (see section 3.1.1.7.d) are examples of single photon-

sensitive ranging devices. 
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Figure 3.2.  Comparison of traditional LiDAR (left) with single photon-sensitive detection 

LiDAR (left two images) 

3.1.1.4.  Scanning systems.  The collection of a three-dimensional surface requires that the 

LiDAR system has a mechanism to steer the single laser beam in two dimensions across the 

surface of the object.  For an airborne system, one direction of scanning motion is provided by 

the forward motion of the aircraft.  The second dimension must be accomplished using a 

mechanical motion, which is usually implemented by the use of a scanning mirror.  There are a 

number of possibilities for scanning mirrors, but the most common for airborne LiDAR systems 

are the oscillating mirror, the rotating polygon, and the risley prism, which are graphically 

depicted in Figure 3.3. 
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(a) (b) (c) 

Figure 3.3.  (a) Oscillating Scanning Mirror  (b) Rotating Polygon Scanning Mirror (c) 

Refractive Scanner;  the sketch shows how two inline prisms can be used to redirect a laser beam 

by varying the direction 

3.1.1.5.  Enabling technology [Global Navigation Satellite Systems/Inertial Navigation 

Systems (GNSS/INS)].   

a. For kinematic LiDAR, the laser scanning mechanism is continually moving during data

acquisition; therefore, to render a 3D point cloud from the LiDAR observations, the global 

position and orientation (attitude) of the laser scanning system must be known at all times (6 

degrees of freedom).  The process of estimating the position and attitude of a remote sensing 

platform is commonly referred to as direct georeferencing and is enabled through a combination 

of GNSS/INS, and Inertial Measurement Unit (IMU) technology.   

b. An IMU consisting of three orthogonal accelerometers and three orthogonal gyroscopes,

when coupled with high rate (1 Hz or greater) GNSS/INS, is capable of providing full estimates 

of 6 degrees of freedom motion at data rates of 100 to 2000Hz.  This data rate is still 

significantly lower than that of the laser scanner (0.1 to 1.0 MHz), and therefore the trajectory 

must be interpolated to determine airframe position and attitude for every emitted laser pulse.  
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Typical aircraft dynamic motion has a frequency of 6 to 10 Hz, and as a result, simple linear or 

spline interpolation of the trajectory is normally sufficient. 

3.1.1.6.  Bathymetric LiDAR.  

a. A majority of commercially available LiDAR systems use near IR laser sources.  While

these lasers provide excellent observations over terrain, vegetation, snow, and ice, they are not 

able to penetrate water.  As a result, bathymetric LiDAR systems are specialized sensors that use 

lasers in the visible spectrum that are capable of penetrating shallow water.  The most common 

wavelength for bathymetric LiDAR is 532 nm, which is in the green portion of the visible 

spectrum.  Green lasers are able to penetrate water to provide benthic layer mapping and 

subsurface obstacle detection.   

b. Because the green laser used for bathymetry is still a light source, the depth that it can

measure is highly dependent upon the clarity of the water being observed.  There are a number of 

methods to describe water clarity (or turbidity), with the most common being Kd, the diffuse 

attenuation coefficient of the water.  Most bathymetric systems are able to measure to a depth of 

2 to 3 Kd.  In even the most clear water, however, maximum depths are generally limited to 50 to 

60 meters because of power absorption and scattering from the water column.  

c. The processing and point cloud acquisition from bathymetric LiDAR systems are

significantly more complex than that of topographic systems.  This is because the LiDAR pulse 

is both refracted and slowed down by travel through the water.  As a result, bathymetric 

processing requires determination of the air-water interface so that the return pulses can be 

corrected for the change in the speed of light and the bending of the laser beam at the water 

surface.  Because of this more complex geometry, full waveform systems are often utilized to 

enable more accurate bathymetric determination. 

3.1.1.7.  Data acquisition discussion.  There are a number of ways to classify topographic 

LiDAR observations.  One of the more useful methods of dichotomy involves a classification 

according to the data collection platform. 

a. Static Terrestrial.  Static terrestrial observations are collected from a stationary laser

scanner, typically mounted rigidly to a surveying tripod.  This type of acquisition is generally 

referred to as terrestrial laser scanning (TLS).  Because the laser scanner does not move during 

acquisition, an additional mechanical rotation must be added to the scanner to allow for a full 3D 

point cloud acquisition.  The data collected from a TLS platform has very high resolution with 

higher accuracy because a GNSS/INS is not required to determine location.  However, because 

the line of sight of the instrument is from the ground, it is normally limited to shorter distances as 

occlusions in the field of view normally limit long-range observations except barren 

environments. 

b. Airborne.  Airborne scanning affixes the laser scanner and accessories (e.g., GNSS/INS)

to either a fixed wing aircraft or a helicopter platform with the instrument normally scanning in a 

nadir direction.  Data is normally collected in a “lawnmower-like pattern”.  The field of view of 

the instrument is normally 40 to 80 degrees, and adjacent flight lines are normally overlapped by 

at least 30 to 50% to accommodate variations in aircraft trajectory and to provide multiple 

observations of the same topography.  Note that for the purposes of acquisition, the use of an 
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unmanned aerial vehicle is also considered an airborne collection (Table 3.1). 

Table 3.1 

Typical flight characteristics and point density.  Both linear and single photon systems 

Unmanned 

Aerial 

Vehicle 

Helicopter Fixed Wing: 

Linear Mode 

System 

Fixed Wing: 

Single Photon-

Sensitive 

System 

Flight Altitude 

(AGL) 

20-400 50–1,500 1,000–7,500 5,000–25,000 

Flight Speed 

(knots) 

0–87 0–50 100–200 150–300 

Point Density >100 50–100 4–25 4–10 

Project Size 

(km2) 

< 5 < 200 50–unlimited 500–unlimited 

c. Mobile.

(1) The principles behind mobile laser scanning (MLS) are in practice very similar to that

of an airborne system.  The acquisition platform (e.g., passenger vehicle, boat) is still assumed to 

be moving, as in the case of airborne acquisitions, the laser scanner must be rigidly mounted with 

a high-precision GNSS/INS system for determining laser system position and orientation during 

acquisition.  In general, MLS is used predominantly for corridor projects (e.g., highways and 

railways), where airborne collection would not be cost effective.   

(2) MLS is also required where the primary features of interest are vertical objects that

cannot be efficiently scanned from an airborne nadir-looking platform.  Examples would be 

building facades and infrastructure in urban environments.  Because of the normally limited 

range of MLS systems, point densities can be as high as thousands of points per square meter, 

especially near the acquisition platform.   

(3) There are a couple of unique challenges with MLS.  First, because the objects of

interest tend to be all around the platform, a laser scanner with a large field of view (usually 360 

degrees) is often required.  Secondly, because collection usually occurs in areas that cause 

occlusions for GNSS/INS positioning (such as under tree canopy, in tunnels, or in urban 

environments), the determination of an accurate vehicle trajectory is a significant challenge with 

MLS processing. 

d. Space-Based.  Space-based LiDAR observations provide their own set of technical

challenges.  Ranging distance for space-based LiDAR is >100 km, and therefore, fairly powerful 

lasers and low signal detectors are required for observations.  Currently, there are two spaced-

based LiDAR missions being supported.  The first is the ATLAS sensor on the IceSat-2 satellite, 

and the second is the Global Ecosystem Dynamics Investigation (GEDI) sensor that is attached 

to the International Space Station.  Details on instrument specifications and mission objectives 
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are briefly summarized below.  Currently, these space-based systems are only used for collecting 

profiles.  

(1) The GEDI laser provides laser ranging profile observations of the Earth’s forests and

topography.  The primary goal of the mission is to provide global vegetation heights to advance 

understanding of carbon and water cycle processes, biodiversity, and habitat.  GEDI was 

commissioned on the International Space Station on March 25, 2019, and has a planned 2-year 

mission duration.   

(2) GEDI contains three lasers at 1064 nm, which produce 8 profile beams spaced ~600

meters apart.  Each laser pulses 242 times a second, collecting a point every 60 m on the ground 

track with an approximate footprint diameter of 25 m.  The GEDI sensor is a linear mode system, 

and full waveform records are recorded for each of the profile beams.  See https://gedi.umd.edu/ 

for more details.  

(3) ATLAS is the primary instrument onboard ICESat-2 (Ice, Cloud, and Land Elevation

Satellite-2).  The primary goal of the ICESat-2 mission is to measure the height of a changing 

Earth, with a particular focus on changes in the cryosphere in a warming climate.  ICESat-2 was 

launched in September 2018 and has a design operational life of 3 years.   

(4) ATLAS contains a single laser (plus a spare) at 532 nm, which produces 6 laser profiles

(in three pairs).  The pairs are separated by ~3 km, and the beams in each pair are 90 m apart.  

The laser pulse rate is 10 kHz, and results in a sample every 0.7 m along track with a footprint 

size of 13 m.  The profile is highly oversampled because ATLAS uses a single photon-sensitive 

detector and therefore the dense samples are needed to overcome noise.  See Neumann et al., 

2019 for more details on IceSat-2.  Note that since IceSat-2 uses a green laser, it is also capable 

of producing shallow water bathymetric estimates. 

3.1.2.  Representative LiDAR Products. 

3.1.2.1.  The point cloud produced by a LiDAR system includes returns from all objects 

within the field of view of the laser scanner.  The resultant point cloud does not have any point 

identification (or classification) assigned to each individual point.  As a result, automated and 

manual filtering routines are usually applied in software in order to estimate the type of surface 

that the laser point was returned from.  In a majority of applications, the most basic filtering 

process separates the LiDAR point cloud into ground and non-ground features. 

3.1.2.2.  The separation of the dataset into ground and non-ground returns allows the 

generation of digital terrain models (DTMs) of the ground surface, and digital elevation models 

(DEMs) of the so-called unclassified datasets.  An example of a DTM and DEM, displayed as a 

hillshade model is shown in Figure 3.4.  The difference between the DTM and DEM surface is 

also commonly delivered as a point cloud product to display object height above ground.  As an 

example, a model of tree height calculated as the difference between surfaces is given in Figure 

3.5. 

3.1.2.3.  Some applications of LiDAR point clouds can require additional classification 

beyond the simple separation into ground and non-ground returns displayed in Figures 3.4 and 

3.5.  In these specialized instances, additional classification can be applied to the non-ground 

https://gedi.umd.edu/
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points to extract additional features such as the transmission line and towers as illustrated in 

Figure 3.6. 

3.1.2.4.  Finally, in addition to location data, most modern LiDAR scanning systems also 

record a measure of the relative backscatter of the backscattered laser illumination from the 

target.  This quantity is normally referred to as the laser intensity.  In general, the scale and 

resolution of these intensity measurements varies between LiDAR scanners, but for a single 

scan, the variations give information about the relative reflectance of the scanned objects at the 

laser wavelength.  An example of LiDAR intensity, rasterized into an image format is given in 

Figure 3.7. 

Figure 3.4.  Hillshade Image of LiDAR point cloud showing bare earth filtered DTM on the left, 

and unclassified DEM on the right 
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Figure 3.5.  Height of Tree Canopy (color scale) Derived from Difference between DTM and 

DEM for Study Area 

 Figure 3.6. Additional Classification of the Point Cloud Beyond Ground and Non-Ground 

Returns to Include Transmission Towers and Transmission Wires 
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Figure 3.7.  LiDAR Intensity Map of University of Houston Campus 

3.2.  Structure from Motion. 

3.2.1.  Principles of photogrammetry.  The formation of a digital image is the projection of 

a 3D scene onto a 2D plane, which results in the loss of depth information; the 3D location of a 

specific image point can only be constrained to be along a line of sight, and therefore you cannot 

determine its depth along the line from a single image.  However, if two images of the same 

scene are available, then the position of an object in 3D can be found as the intersection of the 

two projection rays: one from each photograph using a process called triangulation.   

3.2.2.  The key for triangulation is the relationship between multiple views which convey 

the information that corresponding sets of points must contain some structure and that this 

structure is related to the poses and the calibration of the camera.  This geometry is conceptually 

illustrated in Figure 3.88.  Therefore, if common points can be identified in overlapping images, 

these can be used to both solve for the pose of the camera (position and orientation), and for the 

3D coordinates of these common points on the ground.  This process is commonly referred to as 

photogrammetry.  More details on the photogrammetric process can be found in [Luhmann et al. 

2013,  Wolf et al. 2014]. 
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Figure 3.8.  With only the left image, point X could be at any location (X1, X2, X3…) along 

line.  Right view allows determination of exact 3D location of X. 

3.2.3.  From photogrammetry to structure from motion.  

3.2.3.1.  Photogrammetric processes to determine 3D coordinates from overlapping images 

have been around since the first days of aerial photography from balloons.  However, the use of 

photography for rendering dense 3D models has only recently become commonplace.  There are 

two principal reasons for this: (a) computing power for high resolution mapping and modeling 

has only recently been available, and (b) automated image matching techniques were not 

available.  With recent increases in computing power, the first limitation has been removed.  The 

second limitation has been overcome by a series of automated algorithms that automatically 

detect unique features in an image and then match these unique features between sets of images, 

providing the automated correspondence required to determine both camera pose and 3D 

location of points in the images.   

3.2.3.2.  There are a variety of common image point matching algorithms, with the most 

widely used being SIFT (Scale Invariant Feature Transform).  The automated matching of 

common features between sets of images using algorithms such as SIFT enables the generation 

of dense 3D models from overlapping images.  There are now a number of open source and 

commercial software packages capable of performing structure from motion calculations.  

Density of the final point clouds are normally at or near the pixel size of the input imagery (i.e., 

for 1 meter pixel photography, the resultant point cloud would have approximately 1 meter point 

spacing).  The processing of using automated image matching software to generate dense point 

clouds is most accurately referred to as structure from motion with multi-view stereo (SFM-

MVS), although the entire process is sometime referred to as SFM. 

3.2.4.  Processing software packages.  With the recent explosion in the use of SFM-MVS 

techniques for deriving 3D models, there has also been the emergence of many software 

packages, both open source and commercial for the creation of 3D models for overlapping 

photographs.  While not an exhaustive list of possibilities, the products below are most 

commonly used in Earth surface mapping applications. 

3.2.4.1.  Open Source Options. 



EM 1110-1-2910 ● 10 March 2021 47 

a. AMES Stereo Pipeline: https://ti.arc.nasa.gov/tech/asr/groups/intelligent-

robotics/ngt/stereo/ 

b. MicMac: https://micmac.ensg.eu

c. OpenSfM: https://www.opensfm.org/

3.2.4.2.  Commercial Products. 

a. Agisoft Photoscan: https://www.agisoft.com/

b. Pix4D : https://www.pix4d.com

c. Bentley ContextCapture: https://www.bentley.com/en/products/brands/contextcapture

3.2.4.3.  The majority of first time Unmanned Aircraft Systems (commonly known as 

“UAS”) users normally will choose either Agisoft Photoscan or Pix4D for their initial testing and 

model generation. 

3.2.4.4.  An example point cloud, created using SFM-MVS on high resolution (10 cm pixel 

resolution) airborne image is given below in Figure 3.99.  The figure shows a colorized point 

cloud in an oblique view.  Note that the SFM process does very well modeling hard surfaces 

(e.g., pavement, rooftops), but does not perform as well in vegetation.  The SFM process requires 

that at least two photographs image the exact same spot, but from different viewpoints.  This is 

difficult in vegetation, and as a result, SFM provides very little mapping under a tree canopy; in 

areas of vegetation, the SFM 3D model primarily only maps the top of the tree canopy or 

vegetation.  This is an important consideration for vegetated areas, because a majority of 

applications are more interested in a terrain model. 

Figure 3.9.  Visualization of Colorized Point Cloud Created Using Bentley ContextCapture 

https://www.agisoft.com/
https://www.pix4d.com/
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3.2.5.  Point Cloud Processing Software.  The following is not meant to be an exhaustive 

list, but rather a sampling of some of the more commonly used packages within the academic, 

DoD, and commercial sectors. 

3.2.5.1.  Open Source Options. 

a. The Point Data Abstraction Library (PDAL), which is more commonly referred to by its

acronym PDAL.  PDAL is a software library that has been open source since its inception in 

2011, and provides a standalone application for point cloud processing, a C++ library for 

development of new point cloud applications, and bindings to both MATLAB and Python.  

Central to PDAL are the concepts of stages, which implement core capabilities for reading, 

writing, and filtering point cloud data and pipelines, which are end-to-end workflows for 

transforming point clouds.  PDAL can be used to automate tasks such as generating a digital 

terrain model, removing noise, classifying data, and reprojecting between coordinate systems 

(www.pdal.io). 

b. CloudCompare: CloudCompare is a 3D point cloud (and triangular mesh) processing and

visualization software.  It was originally designed for performing comparisons between two 

dense point clouds.  It has also been extended to include many algorithms for manipulating point 

clouds including registration, resampling, statistical computations, and segmentation 

(www.danielgm.net/cc/).  

3.2.5.2.  Commercial Options.  All of the products listed below provide software for 

managing and processing large volumes of LiDAR point clouds, including classification, 

visualization, and final product (e.g., DTM and DEM) generation. 

a. QT Modeler: A stand-alone software package with wide use across the DoD

(www.appliedimagery.com). 

b. Terrascan: A processing and production software package utilized by most commercial

firms offering ALS and MLS services.  Software runs as a plug-in to Bentley Microstation 

(www.terrasolid.com).  

c. LP360: This runs as a plug-in to ArcGIS and is utilized mainly by engineering and

design firms using airborne laser scanning (www.geocue.com/products/lp-360). 

http://www.pdal.io/
http://www.danielgm.net/cc/
http://www.appliedimagery.com/
http://www.terrasolid.com/
http://www.geocue.com/products/lp-360
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Chapter 4. 

Processing Geospatial Data 

4.1.  Introduction.   Image processing in the context of remote sensing refers to the management 

of digital images, usually satellite or digital aerial photographs.  Image processing includes the 

display, analysis, and manipulation of digital image computer files.  The derived product is 

typically an enhanced image or a map with accompanying statistics and metadata.  An image 

analyst relies on knowledge in the physical and natural sciences for aerial view interpretation 

combined with the knowledge of the nature of the digital data (see Chapter 2).  This chapter will 

explore the basic methods employed in image processing.  Many of these processes rely on 

concepts included in the fields of geography, physical sciences, and analytical statistics.   

4.2.  Image Processing Software. 

4.2.1.  Imaging software facilitates the processing of digital images and allows for the 

manipulation of vast amounts of data.  There are numerous software programs available for 

image processing and image correction (atmospheric and geometric corrections).  USACE has an 

enterprise license for ESRI’s ArcGIS which includes some image processing capabilities.   

Common commercial processing software suites include ERDAS Imagine, ENVI, QT Modeler 

(for point cloud data), and GAMMA (for RADAR data).  Open source alternatives include 

QGIS, Geospatial Data Abstraction Library, PDAL, and others. 

4.2.2.  The various programs available have many similar processing functions.  There may 

be minor differences in the program interface, terminology, metadata files (see below), and types 

of files it can read (indicated by the file extension).  There can be a broad range in cost.  Be 

aware of the hardware requirements and limitations needed for running such programs.  An 

online search for remote sensing software is recommended to acquire pertinent information 

concerning the individual programs. 

4.3.  Metadata. 

4.3.1.  Metadata is ancillary information about the characteristics of the data or “data about 

data.”  It describes important elements concerning the acquisition of the data as well as any post-

processing that may have been performed.  Metadata comes in many forms, but for image data, 

metadata is typically found in an accompanying file (often a text file).  Metadata files document 

the source (e.g., sensor platform, sensor, vendor), date and time, projection, precision, accuracy, 

resolution, radiometric data, and geometric data.  It is the responsibility of the vendor and the 

user to document any changes that have been applied to the data.  Without this information, the 

data could be rendered useless. 

4.3.2.  Depending on the information needed for a project, the metadata can be an 

invaluable source of information about the scene.  For example, if a project centers on change 

detection, it will be critical to know the dates and times that the imagery was collected.  

Numerous agencies have worked toward standardizing the documentation of metadata in an 

effort to simplify the process for both vendors and users.  The USACE follows the Federal 

Geographic Data Committee standards for metadata  (https://www.fgdc.gov/metadata/csdgm/). 

The importance of metadata cannot be overemphasized.  
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4.4.  Viewing the Image.   Image files are typically displayed as either a gray scale or a color 

composite.  When loading a gray scale image, the user must choose one band (data set) for 

display.  Color composites allow three bands of wavelengths to be displayed at one time.  

Depending on the software, users may be able to set a default band/color composite or designate 

the band/color combination during image loading. 

4.5.  Band/Color Composite. 

4.5.1.  Color composites allow you to display three data sets (often three bands in an image) 

in a single view by mapping the data in each band to one of three colors displayed by your 

monitor/projector.  The most common color composite is “true color” (Figure 4.1a).  A true color 

composite mimics what your eyes would see, so bands corresponding to the wavelengths of red 

(~700 nm), green (~550 nm), and blue (~400 nm) are shown as red, green, and blue by your 

display.   

4.5.2.  Many sensors have more than three bands and have bands that capture data from 

areas of the electromagnetic spectrum outside what our eyes can see.  “False color” composites 

allow us to have visual combinations of these bands.  A common false color composite is Red 

Green Blue (RGB) = NIR/R/G, also called a “near-IR composite,” like a near IR photograph  

(Figure 4.1b). 

Figure 4.1.  Figure 4.1a is a true color composite, where RGB = Red, Green, Blue.  This looks 

similar to how your eyes might perceive it, though it has been stretched to enhance contrast. 

Figure 4.1b is a false color composite, where RGB = Near IR, Red, Green.  This is often called a 

‘near IR composite’ and highlights healthy vegetation (in red). 

4.5.3.  In this combination, a near-IR band (often ~800-850 nm) is shown as red, red (~700 

nm) is shown as green, and green (~550 nm) is shown as blue.  It is important for interpretation 

purposes to know what band combinations you are displaying.  For example, in this 

configuration, healthy vegetation appears bright red.  This is because high chlorophyll content 

makes vegetation highly reflective of near-IR light, orders of magnitude more than for either red, 

green, or blue.  In a true color composite, the vegetation would appear green because vegetation 

a b 
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reflects relatively more green light than red or blue.  Color composites are an initial way of 

exploring some of the concepts regarding material spectra discussed in Chapter 2. 

4.6.  Displaying Imagery: Ellipsoids, Datums, and Projections. 

4.6.1.  A map projection is the method by which data about Earth’s surface (a lumpy, oblate 

spheroid) is displayed in two dimensions (on a map or your screen, for example).  This first 

requires a description or reference system for Earth, which includes an ellipsoid and a datum.   

4.6.2.  An ellipsoid is a simple geometric shape that approximates the shape of the planet, 

defined by its major and minor axes.  If Earth had uniform density and a smooth surface, an 

ellipsoid would provide all the information you’d need to define a two-dimensional reference 

system.  This ellipsoid is the basis of a coordinate reference system; however, because we 

generally discuss elevation in “height above sea level” rather than “height above the ellipsoid,” 

and sea level is variable across the planet because of heterogeneous mass distribution, we need to 

establish a reference sea level.  

4.6.3.  Datums describe the lumpiness or the distribution of the Earth’s mass, and therefore 

provide a crucial vertical component to the (horizontal) reference system.  It should be noted that 

datums often do not describe surface topography, rather distribution of mass at a very large scale, 

and while they are updated as new gravitational surveys are performed, this is relatively rare 

(semi-decadal to decadal).   

4.6.4.  A local datum may include topography depending on the way it was generated and 

the size of the area surveyed.  At this point, the spatial relationship of all the points of the globe 

is defined and could be described by a geographic coordinate system (latitude relative to the 

equator, longitude relative to the prime meridian), but to display it on a screen, we need to 

project it.  For a more complete discussion of ellipsoids, datums, and USACE standards 

regarding them, please consult EM 110-2-6056: Standards and Procedures for Referencing 

Project Elevation Grades to Nationwide Vertical Datums. 

4.6.5.  Map projections describe how a three-dimensional surface is displayed in two 

dimensions.  For example, one could make a map of the continental U.S. using a globe and a 

sheet of paper.  First, place the sheet of paper over the center of the U.S.  It touches the globe at 

only one point, the intersection of a plane and a sphere.  This point can represent the origin of a 

coordinate system: 0 meters East, 0 meters North.  Next, draw an imaginary line between every 

point on the globe (in this case, probably just the half closest to the paper), and the sheet of 

paper, transferring the data from that spot on the globe to the paper.   

4.6.6.  Now the three-dimensional data is represented on a two-dimensional surface.  The 

data has been projected to a planar projection, as the “developable shape” (the sheet of paper) is 

a plane.  While moving away from the center point, the distance traveled on the globe is farther 

than the distance travelled on the paper.  This results in distortion of the projected image, relative 

to the globe.   

4.6.7.  Map distortion is a necessary inconvenience of projecting data.  Different projections 

utilize different developable shapes (such as cones, cylinders), different origin and reference 

structures (points, parallels, meridians), different units (degrees, meters, radians), and different 
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target areas (global, continental U.S., polar) to minimize distortion and provide the most 

appropriate display for a given application.  Projections may preserve distance, area, angle, or 

shape, but cannot perfectly preserve all elements of a surface. 

4.6.8.  Transformations are the mathematical methods used to convert the geopositional 

data of one coordinate/projection system to another.  Conceptually, this is done by first reversing 

the previous exercise—converting the map coordinates back to the three-dimensional (or 

geographic) coordinates—then converting to a new projected system.  Most remote sensing 

software packages include reference systems and transformations (such as those found at 

http://spatialreference.org/) and can transform data on-the-fly, allowing it to be displayed 

coincidentally with data that may use a different coordinate system.  All software packages have 

the ability to reproject data to a desired reference system and projection. 

4.7.  Registration and Rectification. 

4.7.1.  Registration or georegistration is the process of attributing geospatial information to 

a raw image.  This is mostly commonly done using positional data collected at the sensor, 

sometimes termed “ephemeris data,” using IMU.  This information allows the image to be 

projected and positioned or georegistered.  Georegistration can also be accomplished using the 

image-to-image or image-to-landmark method described below; however, most public and 

commercial remotely sensed data is provided already georegistered. 

4.7.2.  Rectification is the process by which an image is warped to more accurately 

represent known surface characteristics such as elevation or landmarks.  Rectification is most 

commonly used to correct for the effects of relief displacement caused by topography.  Relief 

displacement is the visual perception that taller features (or features with more relief above an 

arbitrary plane) lean away from the sensor.  In imagery this manifests in both subtle and obvious 

ways.  Trees and buildings appear to lean away from the sensor; this distortion is not corrected 

for, as the goal of rectification is to correctly represent the image location of the ground surface.  

4.7.3.  Topographic relief also causes relief displacement and is targeted by rectification.  

Because rectification involves warping an image, essentially stretching pixels or groups of pixels 

out to fill variable amounts of ground space, it is common to resample the output such that each 

pixel is square and all pixels are the same size.  This ultimately produces an image where each 

pixel attempts to represent an equal parcel of the ground surface and display data values as if it 

were viewed from nadir.  This end result is called an ortho-image (or an ortho-photo) and the full 

process is called orthorectification. 

4.7.3.1.  Image-to-Image Rectification.  Remote sensing software packages allow the user 

to rectify (or register) an image by correlating features in the image to features in another image 

or map using Ground Control Points (GCPs).  This method uses a (variable degree) polynomial 

model to warp the image such that the user-defined points most closely match in the source and 

reference image.  The success of this method relies on the user choosing appropriate and accurate 

GCPs.  Features used as GCPs often include manmade, ground-level objects with little to no 

movement over time, such as the foundations of buildings, surveyor landmarks, and intersections 

of roads.  Natural features may also be used, but temporal variability between a source and 

reference scene can result in error in your rectification. 
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4.7.3.2.  After choosing control points, the user can select what type and what order 

polynomial is used to warp the image.  The appropriate choice varies by application.  In general, 

higher order polynomials can more easily adapt to variable topography but require both more 

GCPs to use also produce more edge-effects and distortion in areas where GCP density is low.  

Finding a balance for your application and area of interest is at the user’s discretion.  Image-to-

image rectification utilities will provide tables that show the source coordinate for each of your 

GCPs, the reference coordinate, and the output (or warped) coordinate.  The output coordinate 

and the reference coordinate differ because the polynomial model cannot perfectly replicate your 

reference data (unless it had either infinite points or infinite orders).   

4.7.3.3.  These tables generally include the Root Mean Square Error (RMSE) or the average 

difference between the reference points and the warped output.  Importantly, this is not an 

expression of the accuracy of your rectification—it is a description of how close the model you 

chose was able to fit itself to your inputs, using the number of points you provided it with.  Large 

RMSE may result from poorly chosen GCPs, lack of GCP density, inappropriate polynomial or 

order selected.  Refining your rectification so that it is both precise and accurate is an iterative 

process. 

4.7.3.4.  Automatic (Rapid Positioning Coefficient-Driven) Rectification. 

a. Rapid Polynomial Coefficients (RPCs) are a series of equations that relate image space

(or sensor space) and ground space.  They are derived from ephemeris data and provide per-pixel 

positional aids for the appropriate software.  RPCs are delivered standard as part of 

DigitalGlobe’s NITF formats and are more commonly being included with other vendor 

products.  Some software suites (like ENVI) can generate RPCs for select satellite/sensor 

systems.   

b. RPCs allow the user to sensitively and accurately orthorectify an image using a DEM.

The accuracy of this process is largely dependent on the accuracy and spatial resolution of the 

DEM used (with highest accuracies occurring when the resolution of the DEM is the same or 

higher than that of the image).  This functionality is notably included (with specific support for 

NITF imagery) in ArcGIS (in versions after 10.1). 

4.8.  Resampling.  The concept of resampling raster data is important to many of the processes, 

and in some cases, the individual steps involved in projecting, reprojecting, and rectifying 

imagery.  Resampling is the process of changing a pixel’s orientation, size, location, or value. 

4.8.1.  Pixel orientation.  When an image is initially collected, its pixel orientation is usually 

in line with the direction the sensor was moving.  This rarely (if ever) aligns with the standard 

projections and grids that most users utilize.  These data resampled to align with the target 

coordinate system and grid. 

4.8.2.  Size.  Sometimes you need to change the size of the pixels in an image, this could be 

to compare it to a different raster or might just be part of a reprojection.  For example, a 

geographic projection (Figure 4.2) might have a pixel that is 1° latitude by 1° longitude.  These 

data could be plotted as square pixels, but because the length of a degree of longitude changes 

with latitude, the areal extent of a pixel is inherently variable when compared to the ground 

surface.  If converted to an equal-area projection, or a projection where each pixel represents the 
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same ground area, one of our 1° would end up being represented by a variable number of equal-

area pixels after it was resampled. 

Figure 4.2.  Basic elements of a geographic projection 

4.8.3.  Location.  In the example of orthorectification above, sometimes image pixels are 

not initially represented correctly in space.  Resampling is part of the process of moving those 

pixels to their new locations; this functionality is closely tied to (sometimes) changing pixel 

values. 

4.8.4.  Value.  When moving a pixel or changing its size or orientation, you inherently 

change the ground surface that it is representing.  In some cases, a pixel in your output may 

overlap several pixels in your input, and different resampling methods allow you to incorporate 

that information (or ignore it) in the process to produce the most useful and accurate product. 

4.8.5.  There are a variety of algorithms available for resampling, but there are three 

common ones that will be covered here (understanding these will help contextualize others you 

may encounter): nearest neighbor, bilinear interpolation, and cubic convolution.  These each 

dictate how values in your input are mapped to your output. 

4.8.5.1.  Nearest neighbor.  Nearest neighbor resampling assigns pixel values in your output 

based on the nearest pixel value in your input (calculated from pixel center to pixel center in 

Euclidian distance).  This method is the fastest and does not change any values (though it may 

exclude values) that were present in your source data.  This is recommended for thematic data 

sets (where numeric values represent unique classes—for example, land cover type). 

4.8.5.2.  Bilinear interpolation.  Bilinear interpolation computes a spatial weighted 

averaging of input pixels around the location (usually the nearest four) of the output pixel to 

determine its value.  This is relatively fast and produces an approximation of contributing pixel 

values in your output product.  The average is weighted by Euclidian distance between each of 
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the four inputs and the single output.  The output value will always be within the range of the 

input values. 

4.8.5.3.  Cubic convolution.  Cubic convolution considers a collection of pixels around your 

output location (an N by N square), fits a polynomial function to those points, and outputs the 

value of that function at the location of your output as the value of the output.  This can produce 

values outside the range of inputs. 

4.9.  Image Enhancement.  An advantage of remote sensing data lies in the ability to visually 

evaluate the data for overall interpretation.  A useful visual interpretation may require 

manipulating how the image data is displayed or what parts of an image are displayed.  There are 

many methods that can be used for image enhancement; we will briefly cover contrast stretching, 

band arithmetic, spatial filtering, and principal components.  The type of enhancement performed 

will depend on the appearance of the original scene and the goal of the interpretation. 

4.9.1.  Contrast Stretching.  Displaying and interpreting an image is dependent on the 

distinction between the source pixel value and the display value.  The source value is the number 

stored in the image itself; it could be any many different formats (integer, float) and represent a 

number of different things (land cover, population, brightness).  The display value is the integer 

value that your display uses to depict the source value; this is the color (or shade of grey) you 

actually see on your monitor.  Let’s assume that your monitor displays in 8-bit, unsigned integer 

color, where 0 is black, 255 is white, and there are three color sources: red, green, and blue.  

Image data types and ranges vary by sensors, and most sensors are designed to capture a 

relatively wide range of brightness values (to avoid losing data).   

4.9.2.  Consider the example in Figure 4.3.  The figure shows the histogram of an example 

image.  A histogram is a representation of pixel value distribution within an image—it shows 

how often a pixel value (x-axis) occurs within the scene (y-axis).  In this example, the source 

pixel values are stored in an 8-bit, unsigned format (0-255), similar to that of your display; 

however, the values of the pixels in the image only range between 84 and 153.  This range only 

covers about a quarter of the total available values in your display, so it is likely that if you 

displayed this image using its source values as display values, it would be hard to distinguish 

between features in the scene, and it might look generally washed out and grey.   
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Figure 4.3.  A linear stretch involves identifying the minimum and maximum brightness values 

in the image histogram and applying a transformation to stretch this range to fill the full range 

across 0 to 255 

4.9.3.  Figure 4.3 shows the outcome of a linear contrast stretch, reassigning the minimum 

image value (84) to the minimum display value (0), the maximum image value (153) to the 

maximum display value (255), and reassigning intermediate values to the range in between using 

a linear fit.  An example of what these respective images might look like can be seen in Figure 

4.4.  Example histograms for a color display may be seen in Figure 4.5 and Figure 4.6; note that 

for color displays, the dynamic range or the range between the lowest and highest source values 

may be different in each band.  Many different methods for contrast stretching exist, and most 

software packages allow you to manually design stretches if you so wish.  A few common 

methods are described below: 

4.9.3.1.  Linear Stretch (described above).  The linear stretch is sometimes referred to as a 

min-max stretch and involves remapping the lowest value in an image to the lowest value in the 

display, the highest value in an image to the highest value in the display, and distributing the 

intermediate values based on a linear fit.  This works well for data that does not contain outliers 

(as outliers will dramatically reduce contrast because they, by definition, fall far from the mean 

value of the image).  Example histograms and imagery shown in Figure 4.5 and Figure 4.6, 

respectively. 
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Figure 4.4.  Contrast in an image before (left) and after (right) a linear contrast stretch 
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Figure 4.5.  Pixel population and distribution across the 0 to 255 DN range.  All three plots show 

the pixel distribution before and after a linear stretch function (white denotes pre-stretch 

distribution and colored elements denote stretched pixel distribution).  The stretched histogram 

shows gaps between the single values due to the discrete number of pixel values in the data set.  

The top histogram (red) has a bimodal distribution.  The middle (green) maintains a skewed 

distribution, while the last histogram (blue) reveals a normal distribution.  The solid black line 

superimposed in each image indicates the maximum and minimum DN value that is stretched 

across the entire range. 
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Figure 4.6.  Unenhanced satellite data on left.  After a default stretch, image contrast is increased 

as the DN values are distributed over the 0–255 color range.  The resulting scene (shown on the 

right) has a higher contrast. 

4.9.3.2.  Histogram Equalization Stretch.  Low contrast can still occur when values are 

spread across the entire range.  The low contrast is a result of tight clustering of pixels in one 

area (Figure 4.7a).  Because some pixel values span the intensity range, it is not possible to apply 

the contrast linear stretch.  In Figure 4.7a, the high peak on the low intensity end of the 

histogram indicates that a narrow range of DNs is used by a large number of pixels.  This 

explains why the image appears dark despite the span of values across the full 0–255 range.   

4.9.3.3.  Histogram equalization (Figure 4.7b) evenly distributes the pixel values over the 

entire intensity range (see steps below).  The pixels in a scene are numerically arranged into 255 

equal-sized groups and display brightness is assigned based on the ordinal number of the group.  

This method is generally used to improve contrast of very dark or very bright pixels in a scene, 

but often has limited effect on intermediate values (as it effectively flattens peaks in the 

histogram while emphasizing troughs). 
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a. Image and its corresponding DN histogram

show that the majority of pixels are clustered

together (centering approximately on DN value

of 100).

b. After histogram equalization stretch the

pixels are reassigned new values and spread out

across the entire value range. The data

maximum is subdued while the histogram

leading and trailing edges are amplified, the

resulting image has an overall increase in

contrast.

Figure 4.7.  Example histograms from a histogram equalization stretch 

4.9.3.4.  Logarithmic Stretch.  Another type of enhancement stretch uses a logarithmic 

algorithm.  This type of enhancement improves contrast among values on the lower end of the 

image distribution.  Contrast among values on the upper end of the image distribution is 

generally sacrificed. 

4.9.3.5.  Manual Enhancement.  Some software packages will allow users to define an 

arbitrary enhancement.  This can be done graphically or numerically.  Manually adjusting the 

enhancement allows the user to reduce the signal noise in addition to reducing the contrast in 

unimportant pixels.  Note that the processes described above do not alter the spectral radiance of 

the pixel raw data.  Instead, the output display of the radiance is modified by a computed 

algorithm to improve image quality. 
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4.9.4.  Band Arithmetic.  While contrast stretching provides many valuable display options, 

sometimes fundamentally changing or combining data sets is necessary to enhance interpretation. 

Remote sensing software provides tools to do calculations on a per-pixel basis across an image, 

which has many important applications.  

4.9.4.1.  Band Ratio.  Band ratio is a commonly used band arithmetic method in which 

values of one data set (band) are divided by those of another.  Band ratios are used to highlight 

specific relationships between two spectral regions.  For example, consider an image with a 

grassy field next to an artificial turf field.  In a true color image, the fields appear to be similar.  

In a band ratio of IR and green bands of the same scene, the grassy field would appear very 

bright, while the artificial turf field would be grey or dark (artificial turf is low reflectance in the 

IR).   

4.9.4.2.  Another application of band ratios is reducing the effects of shadows within an 

image.  Shadows reduce the brightness of pixels equally across all bands because they are 

blocking the light source in the image.  Because of this, shadowed and unshadowed pixels have 

the similar values in band ratio, while being very different individually.  See Table 4.1 for an 

example.   

4.9.4.3.  Band ratios can also be used to highlight temporal change by computing a ratio 

between two images of the same band at two different times.  In such an image, unchanged 

pixels would appear grey (within the dynamic range of the image), and pixels that experienced a 

change during that time period would be shown as darker greys or whiter greys, depending on 

the magnitude and nature of the change. 

Table 4.1 

Minimizing the effects of shadows using a band ratio 

Tree type Light conditions Band A 

(DN) 

Band B 

(DN) 

Band A/B (ratio) (DN) 

Deciduous Trees In sunlight 48 50 0.96 

In shadow 18 19 0.95 

Coniferous Trees In sunlight 31 45 0.69 

In shadow 11 16 0.69 

4.9.4.4.  Normalized Difference Ratios.  Normalized difference ratios highlight the 

difference between two spectral bands.  To minimize artifacts caused by differencing images, the 

results are normalized using the original values.  The generalized equation for a normalized 

difference ratio is ND = (DN2 – DN1)/(DN2 + DN1), where DN1 and DN2 are raster data sets or 

sensor bands.  Common products utilizing normalized difference ratios are the Normalized 

Difference Vegetation Index (NDVI), where DN1 is a red band and DN2 is an IR band, and the 



62 EM 1110-1-2910 ● 10 March 2021 

Normalized Difference Snow Index (NDSI), where DN1 is a green band and DN2 is a SWIR 

band. 

4.9.5.  Spatial Filters.  It is occasionally advantageous to reduce the detail or exaggerate 

particular features in an image.  This can be done by a convolution method creating an altered or 

“filtered” output image data file.  Numerous spatial filters have been developed and can be 

automated within software programs.  A user can also develop his or her own spatial filter to 

control the output data set.  Presented below is a short introduction to the method of convolution 

and a few commonly used spatial filters. 

4.9.5.1.  Convolution is a mathematical operation used to change the spatial frequency of 

digital data in the image.  It is used to suppress noise in the data or to exaggerate features of 

interest.  The operation is performed with the use of a spatial kernel.  A kernel is an array of DN 

values that form a matrix with odd numbered rows and columns (Table 4.2).  The kernel values, 

or coefficients, are used to average each pixel relative to its neighbor across the image.  The 

output data set will represent the averaging effect of the kernel coefficients.  As a spatial filter, 

convolution can smooth or blur images, thereby reducing image noise.  In feature detection, such 

as an edge enhancement, convolution works to exaggerate the spatial frequency in the image.  

Kernels can be reapplied to an image to further smooth or exaggerate spatial frequency. 

4.9.5.2.  Low pass filters apply a small gain to the input data (Table 4.2a).  The resulting 

output data will decrease the spatial frequency by de-emphasizing relatively bright pixels.  Two 

types of low pass filters are the simple mean and center-weighted mean methods (Table 4.2a and 

b).  The resultant image will appear blurred.  Alternatively, high pass frequency filters (Table 

4.2c) increase image spatial frequency.  These types of filters exaggerate edges without reducing 

image details (an advantage over the Laplacian filter discussed below). 

4.9.5.3.  The Laplacian filter detects discrete changes in spectral frequency and is used for 

highlighting edge features in images.  This type of filter works well for delineating linear 

features, such as geologic strata or urban structures.  The Laplacian is calculated by an edge 

enhancement kernel (Table 4.2d and e); the middle number in the matrix is much higher or lower 

than the adjacent coefficients.  This type of kernel is sensitive to noise and the resulting output 

data will exaggerate the pixel noise.   
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Table 4.2 

Variety in 9-Matix Kernel Filters Used in a Convolution Enhancement.  Each graphic shows a 

kernel, an example of raw DN data array, and the resultant enhanced data array 

Raw Data Output Data 

a. Low Pass: simple mean

kernel.

1 1 1 

1 1 1 

1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 10 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 2 2 2 1 1 

1 1 2 2 2 1 1 

1 1 2 2 2 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

b. Low Pass: center

weighted mean kernel.

1 1 1 

1 2 1 

1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 10 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

1 1 2 2 2 1 1 

1 1 2 3 2 1 1 

1 1 2 2 2 1 1 

1 1 1 1 1 1 1 

1 1 1 1 1 1 1 

c. High Pass kernel.

-1 -1 -1

-1 8 -1

-1 -1 -1

10 10 10 10 10 10 10 

10 10 10 10 10 10 10 

10 10 10 10 10 10 10 

10 10 10 15 10 10 10 

10 10 10 10 10 10 10 

10 10 10 10 10 10 10 

10 10 10 10 10 10 10 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 -5 -5 -5 0 0 

0 0 -5 40 -5 0 0 

0 0 -5 -5 -5 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

d. Direction Filter: north-

south component kernel.

-1 -2 -1

2 4 2 

-1 -2 -1

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

0 0 -4 8 -4 0 0 

0 0 -4 8 -4 0 0 

0 0 -4 8 -4 0 0 

0 0 -4 8 -4 0 0 

0 0 -4 8 -4 0 0 

0 0 -4 8 -4 0 0 

0 0 -4 8 -4 0 0 

e. Direction Filter: East-

west component kernel.

-1 -2 -1

2 4 2 

-1 -2 -1

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

1 1 1 2 1 1 1 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 
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4.9.5.4.  A smoothing convolution filter can be applied to the image in advance to reduce 

the edge filter’s sensitivity to data noise.  The Laplacian filter measures the changes in spectral 

frequency or pixel intensity.  In areas of the image where the pixel intensity is constant, the filter 

assigns a DN value of 0.  Where there are changes in intensity, the filter assigns a positive or 

negative value to designate an increase or decrease in the intensity change.  The resulting image 

will appear black and white, with white pixels defining the areas of changes in intensity.  

4.9.6.  Scatter plots.  The correlation between bands can be visualized in scatter plots 

generated by the software.  The scatter plots graph the DN value of one band relative to another 

(Figure 4.8).  Bands that are highly correlated will produce plots with a linear relationship and 

little deviation from the line.  Bands that are not well correlated will lack a linear relationship.  

Clustering of different spectral species in a scatter plot indicates that a particular band 

combination may be useful for interpretation or for use in a band ratio.  The ability to easily 

delineate spectral species is called separability and is utilized both for manual interpretation and 

also for classification (discussed below). 

Figure 4.8.  Landsat TM band 345 RGB color composite with accompanying image scatter plots. 

The scatter plots map band 3 relative to bands 4 and 5 onto a feature space graph.  The data 

points in the plot are color coded to display pixel population.  The table provides the pixel count 

for five image features in bands 3, 4, and 5.  A is agricultural land, B is deep (partially clear) 

water, C is sediment laden water, D is undeveloped land, E fallow fields. 



EM 1110-1-2910 ● 10 March 2021 65 

4.9.7.  Principal Components.  Principal component (PC) analysis is a technique that 

highlights spectral covariance within a scene by transforming the axes used to display the scene.  

The transformation is accomplished by rotating the horizontal axis of the scatter plot so that it is 

parallel to a least squares regression line that estimates the data.  This transformed axis is known 

as PC1, or Principal Component 1.   

4.9.8.  A second axis, PC2, is drawn perpendicular to PC1, and its origin is placed at the 

center of the PC1 range (Figure 4.9).  The DN values are then re-plotted on the newly 

transformed axes.  Each principal component output can be viewed as its own greyscale raster or 

combined into a color composite.  PC1 captures ~90% of the variance in a scene with each 

subsequent principal component display less (PC2 ~5%, PC3 ~3%, and so on; Figure 4.10).  For 

a complete discussion of the technique, see Jensen (1996). 

Figure 4.9.  Idealized PC analysis.  Two datasets are plotted against each other (one on each axis) 

to highlight their spectral variance.  The first principle component (PC1) is the line describing 

the largest amount of variance.  Its midpoint is the mean value of the dataset.  Stretching the 

image such that its dynamic range and relative values match that of PC1 produces the most 

contrast, based on variance, seen in the image.  Subsequent principle components are created by 

creating axes orthogonal to the previous PC and highlight increasingly lower variance 

dimensions. 

PC2

PC1
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Figure 4.10.  PC-1 contains most of the variance in the data, each successive PC-transformation 

isolates less and less variation in the data 

4.9.9.  Image Classification.  Raw digital data can be sorted and categorized into thematic 

or classified maps.  Thematic maps allow the analyst to simplify the image view by assigning 

pixels into classes with similar spectral values (Figure 4.11).  The process of categorizing pixels 

into broader groups is known as image classification.  The advantage of classification is it allows 

for cost-effective mapping of the spatial distribution of similar objects (e.g., tree types in forest 

scenes); a subsequent statistical analysis can then follow.   

4.9.10.  Thematic maps are developed by two types of classifications, supervised and 

unsupervised.  Both types of classification rely on two primary methods, training and classifying. 

Training is the designation of representative pixels that define the spectral signature of the object 

class.  Training site or training class is the term given to a group of training pixels.  Classifying 

procedures use the training class to classify the remaining pixels in the image. 
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Figure 4.11.  Landsat image (left) and its corresponding thematic map (right) with 17 thematic 

classes;  the black zigzag at bottom of image is the result of shortened flight line over-lap 

(Campbell, 2003) 

4.9.10.1.  Supervised Classification.  In a supervised classification, the user creates training 

data that the classification algorithm uses to segment the scene.  Training data can be generated 

from spectral libraries or from visual interpretation of the scene itself.  Clusters of pixels, 

representing thematic classes such as “Forest” or “Water,” are delineated by the user and then 

used as inputs to a classification algorithm.  The most common classification algorithms are 

minimum-distance-to-means, parallelepiped, and maximum likelihood.  An example thematic 

map can be seen in Figure 4.11 and its associated pixel counts in Figure 4.12. 
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SORT # CLASS NAME COLOR TRAINING CLASSIFIED % TOTAL 
1 Unclassified 25,207,732 68.86% 
2 ROAD Red1 77 0 0.00% 
3 AG Green1 1642 0 0.00% 
4 LP Red1 4148 2,164,089 5.91% 
5 LPO Blue1 5627 1,562,180 4.27% 
6 LPH Maroon1 4495 2,170,395 5.93% 
7 MHW-low Aquamarine 888 329,360 0.90% 
8 CUT Chartreuse 1219 1,055,063 2.88% 
9 MHW-high Sienna1 3952 1,566,698 4.28% 
10 MORT Green3 1703 4,651 0.01% 
12 juncus-low-density Red1 52 37,808 0.10% 
13 juncus-high-density Blue1 65 102,174 0.28% 
13 juncus-panicum-mix Cyan1 53 0 0.00% 
14 juncus-mixed-clumps-field Magenta1 29 3 0.00% 
16 g1=hd-scol+background+w Green1 32 610,283 1.67% 
17 g2=md-scol+background Yellow1 29 952 0.00% 
18 g4=md-scol+spartina+mud Maroon1 36 0 0.00% 
19 g3=md-

scol+spartina+background

Purple1 50 0 0.00% 
20 g5=ld-scol+mud Aquamarine 56 617 0.00% 
21 g1=md-spal+w Red1 66 4,789 0.01% 
22 g2=hd-spal+w Green1 52 141,060 0.39% 
23 g3=hd-spal+w+sppa Cyan1 29 803,145 2.19% 
24 g4=md-spal+w+sppa Magenta1 44 0 0.00% 
25 g5=hd-spal+mud Red1 25 25 0.00% 
26 g6=mixed-spal Chartreuse 28 6,555 0.02% 
26 g7=md-spal+lit+mud Thistle1 36 6 0.00% 
28 g8=md-mixed-spal Blue4 85 0 0.00% 
29 g1=hd-sppa+mix Red1 37 74 0.00% 
30 g2=hd-sppa+mud Blue1 40 0 0.00% 
31 g3=mhd-sppa+spal+background Cyan1 32 939 0.00% 
32 g4=lmd-sppa+mix+background Magenta1 160 0 0.00% 
33 g9-ld-sppa+spal+mud Blue4 28 520,290 1.42% 
34 g10=ld-sppa+mix+background Cyan3 45 0 0.00% 
35 g11=ld-sppa+w+mix Green2 32 1,255 0.00% 
37 Total 11082411.00 

Figure 4.12.  Classification training data of 35 landscape classification features “Training” 

provides the pixel count after training selection; classification provides the image pixel count 

after a classification algorithm is performed.  This data set accompanies Figure 4.11, the 

classified image. (Campbell, 2003). 

a. Minimum-Distance-to-Means.  Minimum-distance-to-means is a simple computation

that classifies pixels based on their distance from the mean of the training class.  It is determined 

by plotting the pixel brightness and calculating its Euclidean distance to the unassigned pixel.  

Pixels are assigned to the training class for which it has a minimum distance.  The user 
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designates a minimum distance threshold for an acceptable distance; pixels with distance values 

above the designated threshold will be classified as unknown.  

b. Parallelepiped.  In a parallelepiped computation, unassigned pixels are grouped into a

class when their brightness values fall within a range of the training mean.  An acceptable DN 

range is established by setting the maximum and minimum class range to plus and minus the 

standard deviation from the training mean.  The pixel brightness value simply needs to fall 

within the class range, and is not based on its Euclidean distance.  It is possible for a pixel to 

have a brightness value close to a class and not fall within its acceptable range.  Likewise, a pixel 

may be far from a class mean, but fall within the range and therefore be grouped with that class.  

This type of classification can create training site overlap, causing some pixels to be 

misclassified. 

c. Maximum Likelihood.  Maximum likelihood classifiers calculate probability surfaces

based on covariance around class means.  A probability threshold is established for designating 

classes, and for any given pixel, if it falls within the probability threshold for a class, it is 

assigned to that class.  This method is functionally similar to the minimum-distance-to-mean 

classifier, but the distance to probability relationship is not necessarily linear.  These methods 

offer different levels of customization in standard software and produce somewhat different 

results.  Choosing a classification algorithm will vary by application.  Example outputs of the 

three classification algorithms can be seen in Figure 4.13.  

Figure 4.13.  Example classification method outputs from left to right:  minimum distance from 

mean, parallelepiped, and maximum likelihood 

4.9.10.2.  Unsupervised Classification.  Unsupervised classification utilizes algorithms to 

identify similar pixels and automatically separate them into thematic classes.  As opposed to 

supervised classification, where much of the user input occurs at the beginning of the process, 

most of the effort required in unsupervised classification involves interpreting the results after 

the process has been completed.  In most software packages, the user designates: (1) the number 
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of classes, (2) the maximum number of iterations or refinements to the spectral classes that the 

algorithm will perform, (3) the maximum number of times a pixel can be moved from one cluster 

to another with each iteration, (4) the minimum distance from the mean, and (5) the maximum 

standard deviation allowable.  Default values for these parameters often exist, but producing a 

favorable output might require some trial and error.  

4.9.10.3.  A variety of clustering algorithms exist, but they all operate in a similar way; in 

the beginning of the process, each pixel in an image is randomly assigned to an output class 

(based on the user-specified number of classes).  The distance (in n-dimensional, spectral space, 

where n is the number of bands) from each pixel to the center of its designated class is calculated 

(similar to minimum-distance-to-means).  Once the mean values of each class are established, 

pixels are reclassified based on the class they are closest to (again based on user input 

thresholds).  This process is repeated (up to the maximum number of iterations) or until a 

particular pixel has stopping changing classes (or changed too many times—this could occur if a 

pixel lies near the boundary of two spectrally similar classes).   

4.9.10.4.  Once the number of iterations is exceeded or no more pixels are changing classes, 

the algorithm stops.  At this point, the user must determine what thematic data (such as land 

cover) each of the generated classes represents.  The outputs of the algorithm are referred to as 

spectral classes.  Depending on the intensity and quality of the classification, as well as the 

intended application, a user may want to merge multiple spectral classes into a single 

information class for display in a final product.  Similarly, if a spectral class includes multiple 

information classes (as determined by the user) the algorithm can be re-run on an individual class 

or an individual area of interest to improve the classification.  Classification is an iterative 

process, and the “right answer” is often highly dependent on the user and the application. 

Assessing Error.  If a reference map or field data exists with which to assess the accuracy of a 

classification, said accuracy is often described by an error matrix ( 
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4.9.10.5.  Table 4.3).  The matrix establishes the level of errors due to omission (exclusion 

error), commission (inclusion error), and can tabulate an overall total accuracy.  The error matrix 

lists the number of pixels found within a given class.  The rows list the pixels classified by the 

image software.  The columns list the number of pixels in the reference data (or reported from 

field data).  Omission error calculates the probability of a pixel being accurately classified; it is a 

comparison to a reference.  Commission determines the probability that a pixel represents the 

class for which it has been assigned.  The total accuracy is measured by calculating the 

proportion correctly classified pixels relative to the total tested number of pixels (Total = total 

correct/total tested). 
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Table 4.3 

Omission and Commission Accuracy Assessment Matrix (Jensen 1996) 

Reference Data 

Classification Residentia

l

Commercial Wetland Forest Water Raw Total 

Residential 70 5 0 13 0 88 

Commercial 3 55 0 0 0 58 

Wetland 0 0 99 0 0 99 

Forest 0 0 4 37 0 41 

Water 0 0 0 0 121 121 

Column Total 73 60 103 50 121 407 

Overall Accuracy = 382/407 = 93.86% 

Producer’s Accuracy 

(measure of omission error) 

Residential= 70/73 = 96–4% omission error 

Commercial= 55/60 = 92–8% omission error 

Wetland= 99/103 = 96–4% omission error 

Forest= 97/50 = 74–26% omission error 

Water= 121/121 = 100–0% omission error 

User’s Accuracy 

(measure of commission error) 

Residential= 70/88 = 80–20% omission error 

Commercial= 55/58 = 95–5% omission error 

Wetland= 99/99 = 100–0% omission error  

Forest= 37/41 = 90–10% omission error 

Water= 121/121 = 100–0% omission error 

Data are the result of an accuracy assessment of Landsat TM data (Jensen 1986) 

4.10.  Image Mosaics, Image Subsets, and Multiple Image Analysis. 

4.10.1.  Image Mosaics.  It is not uncommon for a study area to include areas beyond the 

range of an individual scene.  In such a case, it will be necessary to collect adjacent scenes and 

mosaic or piece them together.  It is preferable to choose scenes with data collected during the 

same season or general timeframe and under similar weather conditions.  Images can only be 

properly pieced together if their data are registered in the same projection and datum.  It will be 

important to assess the registration of all images before attaching the scenes together.  If any of 

the images are misregistered, this will lead to gaps in the image or it will create pixel overlay. 

(Figure 4.1414) 
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Figure 4.14.  Multi-image mosaic of Western United States centered on the state of Utah.  

Mosaic seams are invisible in this scene, an indication of good radiometric and geometric 

corrections.  The skewed and curved margins are an artifact of the rectification and mosaic 

process. 

4.10.2.  Image Mosaic and Image Subset.  The mosaic process is a common feature in 

image processing programs.  It is best to perform image enhancements prior to piecing separate 

scenes together.  Once the images are pieced together, the resulting image may be large and 

include areas outside the study region.  It is good practice to take a subset of this larger scene to 

reduce the size of the image file.  This will make subsequent image processing faster.  

4.10.3.  To do this, use the clip or subset function in a software program.  The clip function 

will need to know the corner coordinates of the subset (usually the upper left and lower right).  

Some software may require this procedure to be repeated for each individual band of data.  The 
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subset should be named and saved as a separate file or files.  Note: An image subset may also be 

required if the margins of a newly registered scene are skewed or if the study only requires a 

small portion of one scene.  Reduction of the spatial dimensions of a scene reduces the image file 

size, simplifies image classification, and prepares the image for map production. 

4.10.4.  Multiple-Image Temporal Analysis.  It is possible to combine bands from different 

images or data sets.  This allows a user to perform a change detection analysis.  The process of 

“layering” multi-temporal data involves loading a composite of bands from different images of 

the same scene.  For example, a study assessing urban development in a forested area would 

benefit from examining a band combination that included Band 3 data in the red plane, and Band 

3 data of a later image in the green plane.  If the spectral signature of the scene has changed and 

is detectable within the resolution of the data, then changes in the scene will be highlighted.  

4.10.5.  This image can then be classified and the areas of change can be statistically 

assessed.  To perform this task accurately, it is important that both images are registered 

properly.  Misregistration will lead to an offset in the image, which leaves brightly colored lines 

of pixels.  Be sure to choose images whose data were collected under similar conditions, such as 

the same season, time of day, and prevailing weather (namely, minimum cloud cover). 

4.11.  DEMs.   A DEM is a digital display of cartographic elements, particularly topographic 

features (Figure 4.15).  DEMs utilize two primary types of data, DTMs and Digital Surface 

Models (DSMs).  A DTM represents elevation points of the ground, while a DSM is the 

elevation of points at the surface, which includes the top of buildings and trees, in addition to 

terrain.  A DEM incorporates elevation data and projects it relative to a coordinate reference 

point.  (See the USGS National Map website at http://nationalmap.gov/index.html for more 

information on DEM, DTM, and DSMs.)  
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Figure 4.15.  DEM.  The brightness values in this image represent elevation data.  Dark pixels 

correspond to low elevations while the brightest pixels represent higher elevations. 

4.12.  Advanced Topics in Image Processing.   Remote sensing software facilitates a number of 

advanced image processing methods.  These advanced methods include the processing of 

hyperspectral data, thermal data, and radar data.  

4.12.1.  Hyperspectral Data.  Hyperspectral image processing techniques manage narrow, 

continuous bands of spectral data.  Many hyperspectral systems maintain over 200 bands of 

spectral data.  The narrow bands, also known as channels, provide a high level of detail and 

resolution.  This high resolution facilitates the identification of specific objects, thereby 

improving classification (Figure 4.16).  The advantage of hyperspectral imaging lies in its ability 

to distinguish individual objects that would be otherwise grouped in broadband multi-spectra 

imagery.  Narrow bands are particularly useful for mapping resources such as crop and mineral 

types.  The narrow, nearly continuous bands create large data sets, which require advance 

software and hardware to store and manipulate the data. 



76 EM 1110-1-2910 ● 10 March 2021 

Figure 4.16.  Hyperspectral classification image of the Kissimmee River in Florida 

(Classifications of 28 vegetation communities are based on a supervised classification) 

4.12.2.  Thermal Data.  Thermal image processing techniques are used to image objects by 

the analysis of their emitted energy (Figure 4.17).  The thermal band wavelength ranges are 

primarily 8 to 14 µm and 3 to 5 µm.  The analysis of thermal data is typically used in projects 

that evaluate surface temperatures, such as oceans and ice sheets, volcano studies, and the 

emission of heat from manmade objects such as pipelines or buildings.  
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Figure 4.17.  Close-up of the Atlantic Gulf Stream;  ocean temperature and current mapping was 

performed with AVHRR thermal data and the temperatures have been classified and color-

coded.  Yellow = water 23°C (73°F), green = 14C° (57°F), blue = 5°C (41°F) 

4.12.3.  Radar.  Radar (radio detection and ranging) systems are able to penetrate cloud 

cover in certain wavelengths.  This technology is useful for imaging day or night surface features 

during periods of intense cloud cover, such as storms and smoke from fire, sand, or dust storms 

(Figure 4.18). 
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Figure 4.18.  A Synthetic Aperture Radar Radarsat image (10-meter resolution) centered on St. 

Louis, Missouri; the Illinois River (upper left), Mississippi River (large channel in center), and 

the Missouri River (smaller channel in center are the main features in this image) (Tracy 2003) 
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Glossary 

Abbreviations and Terms 

Absolute temperature 

Temperature measured on the Kelvin scale, whose base is absolute zero, i.e., -273 °C (0 °C is 

expressed as 273 °K). 

Active remote sensing 

Remote sensing methods that provide their own source of electromagnetic radiation to illuminate 

the terrain.  Radar is one example. 

Antenna 

Device that transmits and receives microwave and radio energy in radar systems. 

Aperture 

Opening in a remote sensing system that admits electromagnetic radiation to the film in radar 

systems. 

Areal 

Relating to or involving an area. 

Artifact 

A feature on an image, which is produced by the optics of the system or by digital image 

processing, and sometimes masquerades as a real feature. 

Atmosphere 

Layer of gases that surrounds some planets. 

Atmospheric correction 

Image-processing procedure that compensates for effects of selectivity scattered light in 

multispectral images. 

Atmospheric window 

Wavelength interval within which the atmosphere readily transmits electromagnetic radiation. 

Attitude 

Angular orientation of remote sensing system with respect to a geographic reference system. 

Background 

Area on an image or the terrain that surrounds an area of interest or target. 

Backscatter 

In radar, the portion of the microwave energy scattered by the terrain surface directly back 

toward the antenna. 

Band 

A wavelength interval in the electromagnetic spectrum.  For example, in Landsat images the 

bands designate specific wavelength intervals at which images are acquired. 
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Bathymetry 

Configuration of the seafloor. 

Beam 

A focused pulse of energy. 

Bilinear 

The term bilinear is referring to a bilinear interpolation.  This is simply an interpolation with two 

variables instead of one. 

Bin 

One of a series of equal intervals in a range of data, most commonly employed to describe the 

divisions in a histogram. 

Binary 

Based upon the integer two.  Binary Code is composed of a combination of entities that can 

assume one of two possible conditions (0 or 1).  An example in binary notation of the digits 111 

would represent (1 X 2) + (1 X 2) + (1 X 2) = 4 + 2 + 1 = 7. 

Bit 

Contraction of binary digit, which in digital computing represents an exponent of the base 2. 

Blind spot 

The point of the optic nerve to the retina where no radiation is detected by the eye. 

Bits Per Inch (BPI) 

The tape density to which the digital data were formatted. 

Brightness 

Magnitude of the response produced in the eye by light. 

Brute Force Radar 

See real-aperture radar. 

Band Sequential (BSQ) 

BSQ is a CCT tape format that stores each band of satellite data in one image file for all 

scanlines in the imagery array.  The CCT headers are recorded on each band. 

Byte 

A group of eight bits of digital data. 

Calibration 

Process of comparing an instrument's measurements with a standard. 

Calorie 

Amount of heat required to raise the temperature of 1g of water by 1°C. 

Camouflage detection photographs 

Another term for IR color photograph. 
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Cardinal point effect 

In radar, very bright signatures caused by optimally oriented corner reflectors, such as buildings. 

Cartographic 

Pertaining to cartography, the art or practice of making charts or maps. 

Change-detection images 

An image prepared by digitally comparing scenes acquired at different times.  The gray tones or 

colors of each pixel record the amount of difference between the corresponding pixels of the 

original images. 

Channels 

A range of wavelength intervals selected from the electromagnetic spectrum. 

Charge-coupled detector (CCD) 

A device in which electrons are stored at the surface of a semiconductor. 

Chlorosis 

Yellowing of plant leaves resulting from an imbalance in the iron metabolism caused by excess 

concentrations of copper, zinc, manganese, or other elements in the plant. 

Chromatic vision 

The perception by the human eye of changes in hue. 

CIR 

Color infrared. 

Circular scanner 

Scanner in which a faceted mirror rotates about a vertical axis to sweep the detector IFOV in a 

series of circular scan lines on the terrain. 

Classification 

Process of assigning individual pixels of an image to categories, generally based on spectral 

reflectance characteristics. 

Coastal zone color scanner (CZCS) 

A satellite-carried multi-spectral scanner designed to measure chlorophyll concentrations in the 

oceans. 

Coherent radiation 

Electromagnetic radiation whose waves are equal in length and are in phase, so that waves at 

different points in space act in unison, as in laser and synthetic aperture radar. 

Color composite image 

Color image prepared by projecting individual black-and-white multispectral images, each 

through a different color filter.  When the projected images are superposed, a color composite 

image results. 
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Color ratio composite image 

Color composite image prepared by combining individual ratio images for a scene using a 

different color for each ratio image. 

Complementary colors 

Two primary colors of light (one additive and the other subtractive) that produce white light 

when added together.  Red and cyan are complementary colors. 

Conduction 

Transfer of electromagnetic energy through a solid material by molecular interaction. 

Cones 

Receptors in the retina, which are sensitive to color.  There are cones sensitive to the red, green, 

and blue components of light. 

Context 

The known environment of a particular feature on an image. 

Contrast 

The ratio between the energy emitted or reflected by an object and its immediate surroundings. 

Contrast enhancement 

Image-processing procedure that improves the contrast ratio of images.  The original narrow 

range of digital values is expanded to utilize the full range of available digital values. 

Contrast ratio 

On an image, the reflectance ratio between the brightest and darkest parts of an image. 

Contrast stretching 

Expanding a measured range of digital numbers in an image to a larger range, to improve the 

contrast of the image and its component parts. 

Convection 

Transfer of heat through the physical movement of matter. 

Corner reflector 

Cavity formed by two or three smooth planar surfaces intersecting at right angles.  

Electromagnetic waves entering a corner reflector are reflected directly back toward the source. 

Cross-polarized 

Describes a radar pulse in which the polarization direction of the return is normal to the 

polarization direction of the transmission.  Cross-polarized images may be HV (horizontal 

transmit, vertical return) or VH (vertical transmit, horizontal return). 

Cross-track scanner 

Scanner in which a faceted mirror rotates about a horizontal axis to sweep the detector IFOV in a 

series of parallel scan lines oriented normal to the flight direction. 
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Cubic convolution 

A high order resampling technique in which the brightness value of a pixel in a corrected image 

is interpolated from the brightness values of the 16 nearest pixels around the location of the 

corrected pixel. 

Cut off 

The digital number in the histogram of a digital image, which is set to zero during contrast 

stretching.  Usually this is a value below which atmospheric scattering makes a major 

contribution. 

Cycle 

One complete oscillation of a wave. 

Dangling ARC 

An arc having the same polygon on both its left and right sides and having at least one node that 

does not connect to any other arc.  See dangling node. 

Dangling node 

The dangling endpoint of a dangling arc.  Often identifies that a polygon does not close properly, 

that arcs do not connect properly, or that an arc was digitized past its intersection with another 

arc.  In many cases, a dangling node may be acceptable.  For example, in a street centerline map, 

cul-de-sacs are often represented by dangling arcs. 

Datum 

In surveying, a reference system for computing or correlating the results of surveys.  There are 

two principal types of datums: vertical and horizontal.  A vertical datum is a level surface to 

which heights are referred.  In the United States, the generally adopted vertical datum for 

leveling operations is the national geodetic vertical datums of 1929 (differing slightly from mean 

sea level).  The horizontal datum, used as a reference for position, is defined by: the latitude and 

longitude of an initial point, the direction of a line between this point and a specified second 

point, and two dimensions which define the spheroid.  In the United States, the initial point for 

the horizontal datum is located at Meade’s Ranch in Kansas. 
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DEM (Digital Elevation Models) 

The U.S. Geological Survey produces five primary types of digital elevation model data.  They 

are: 

7.5-minute DEM (30- x 30-m data spacing, cast on Universal Transverse Mercator 

(UTM) projection or 1- x 1-arc-second data spacing).  Provides coverage in 7.5- x 7.5-

minute blocks.  Each product provides the same coverage as a standard USGS 7.5-

minute map series quadrangle.  Coverage: Contiguous United States, Hawaii, and 

Puerto Rico. 

Degree DEM (3- x 3-arc-second data spacing).  Provides coverage in 1-x 1-degree 

blocks.  Two products (three in some regions of Alaska) provide the same coverage as 

a standard USGS 1-x 2-degree map series quadrangle.  The basic elevation model is 

produced by or for the Defense Mapping Agency (DMA), but is distributed by USGS 

in the DEM data record format.  Coverage: United States 

30-minute DEM (2- x 2-arc-second data spacing).  Consists of four 15-x 15-minute

DEM blocks.  Two 30-minute DEMs provide the same coverage as a standard USGS

30- x 60-minute map series quadrangle.  Saleable units will be 30- x 30-minute blocks,

that is, four 15- x 15-minute DEMs representing one half of a 1:100,000-scale map.

Coverage: Contiguous United States, Hawaii.

15-minute Alaska DEM (2- x 3-arc-second data spacing, latitude by longitude).

Provides coverage similar to a 15-minute DEM, except that the longitudinal cell limits

vary from 20 minutes at the southernmost latitude of Alaska to 36 minutes at the

northern most latitude limits of Alaska.  Coverage of one DEM will generally

correspond to a 1:63,360-scale quadrangle.

7.5-minute Alaska DEM (1- x 2-arc-second data spacing, latitude by longitude).  

Provides coverage similar to a 7.5-minute DEM, except that the longitudinal cell limits 

vary from 10 minutes at the southernmost latitude of Alaska to 18 minutes at the 

northernmost latitude limits of Alaska. 

Densitometer 

Optical device for measuring the density of photographic transparencies. 

Density, of images 

Measure of the opacity, or darkness, of a negative or positive transparency. 

Density, of materials (r) 

Ratio of mass to volume of a material, typically expressed as grams per cubic centimeter. 

Density slicing 

Process of converting the continuous gray tones of an image into a series of density intervals, or 

slices, each corresponding to a specific digital range.  The density slices are then displayed either 

as uniform gray tones or as colors. 
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Depolarized 

Refers to a change in polarization of a transmitted radar pulse as a result of various interactions 

with the terrain surface. 

Depression angle (y) 

In radar, the angle between the imaginary horizontal plane passing through the antenna and the 

line connecting the antenna and the target. 

Descending node 

Direction satellite is traveling relative to the Equator.  A descending node would imply a 

southbound Equatorial crossing. 

Detectability 

Measure of the smallest object that can be discerned on an image. 

Detector 

Component of a remote sensing system that converts electromagnetic radiation into a recorded 

signal. 

Developing 

Chemical processing of an exposed photographic emulsion to produce an image. 

Dielectric constant 

Electrical property of matter that influences radar returns.  Also referred to as complex dielectric 

constant. 

Difference image 

Image prepared by subtracting the digital values of pixels in one image from those in a second 

image to produce a third set of pixels.  This third set is used to form the difference image. 

Diffuse reflector 

Surface that reflects incident radiation nearly equally in all directions. 

Digital display 

A form of data display in which values are shown as arrays of numbers. 

Digital image 

An image where the property being measured has been converted from a continuous range of 

analogue values to a range expressed by a finite number of integers, usually recorded as binary 

codes from 0 to 255, or as one byte. 

Digital image processing 

Computer manipulation of the digital-number values of an image. 

Digital number (DN) 

Value assigned to a pixel in a digital image. 

Digitization 

Process of converting an analog display into a digital display. 
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Digitizer 

Device for scanning an image and converting it into numerical format. 

Directional filter 

Mathematical filter designed to enhance on an image those linear features oriented in a particular 

direction. 

Distortion 

On an image, changes in shape and position of objects with respect to their true shape and 

position. 

Diurnal 

Daily. 

DLG (Digital Line Graph) 

A DLG is line map information in digital form.  The DLG data files include information about 

planimetric base categories, such as transportation, hydrography, and boundaries. 

Doppler principle 

Describes the change in observed frequency that electromagnetic or other waves undergo as a 

result of the movement of the source of waves relative to the observer. 

Doppler radar 

The weather radar system that uses the Doppler shift of radio waves to detect air motion that can 

result in tornadoes and precipitation, as previously-developed weather radar systems do.  It can 

also measure the speed and direction of rain and ice, as well as detect the formation of tornadoes 

sooner than older radars. 

Doppler shift 

A change in the observed frequency of EM or other waves caused by the relative motion between 

source and detector.  Used principally in the generation of synthetic-aperture radar images. 

DOQQ 

Digital ortho-quarter quadrangle 

Drainage Basin 

Geographic area or region containing one or more drainage areas that discharge run-off to a 

single point. 

DTM (Digital Terrain Model)  

A DTM is a land surface represented in digital form by an elevation grid or lists of three-

dimensional coordinates. 

Dwell time 

Time required for a detector IFOV to sweep across a ground resolution cell. 

Edge 

A boundary in an image between areas with different tones. 
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Edge enhancement 

Image-processing technique that emphasizes the appearance of edges and lines. 

Electromagnetic radiation 

Energy propagated in the form of and advancing interaction between electric and magnetic 

fields.  All electromagnetic radiation moves at the speed of light. 

Electromagnetic spectrum 

Continuous sequence of electromagnetic energy arranged according to wavelength or frequency. 

Emission 

Process by which a body radiates electromagnetic energy.  Emission is determined by kinetic 

temperature and emissivity. 

Emissivity (e) 

Ratio of radiant flux from a body to that from a blackbody at the same kinetic temperature and 

emissivity. 

Emittance 

A term for the radiant flux of energy per unit area emitted by a body.  (Now obsolete). 

Emulsion 

Suspension of photosensitive silver halide grains in gelatin that constitutes the image-forming 

layer on photographic film. 

Energy flux 

Radiant flux. 

Enhancement 

Process of altering the appearance of an image so that the interpreter can extract more 

information. 

Ephemeris 

A table of predicted satellite orbital locations for specific time intervals.  The ephemeris data 

help to characterize the conditions under which remotely sensed data are collected and are 

commonly used to correct the sensor data prior to analysis. 

ETC 

Earth-terrain camera. 

Evaporative cooling 

Temperature drop caused by evaporation of water from a moist surface. 

Exitance 

The radiant flux. 
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False color image 

A color image where parts of the non-visible EM spectrum are expressed as one or more of the 

red, green, and blue components, so that the colors produced by the Earth's surface do not 

correspond to normal visual experience.  Also called a false-color composite (FCC).  The most 

commonly seen false-color images display the very-near infrared as red, red as green, and green 

as blue. 

False color photograph 

Another term for IR color photograph. 

Far range 

The portion of a radar image farthest from the aircraft or spacecraft flight path. 

Fiducial marks 

A set of four marks located in the corners or edge-centered, or both, of a photographic image. 

These marks are exposed within the camera onto the original film and are used to define the 

frame of reference for spatial measurements on aerial photographs.  Opposite fiducial marks 

connected, intersect at approximately the image center of the aerial photograph. 

Filter, digital 

Mathematical procedure for modifying values of numerical data. 

Filter, optical 

A material that, by absorption or reflection, selectivity modifies the radiation transmitted through 

an optical system. 

Flight path 

Line on the ground directly beneath a remote sensing aircraft or spacecraft.  Also called flight 

line. 

Fluorescence 

Emission of light from a substance following exposure to radiation from an external source. 

F-number

Representation of the speed of a lens determined by the focal length divided by diameter of the

lens.  Smaller numbers indicate faster lenses.

Focal length 

In cameras, the distance from the optical center of the lens to the plane at which the image of a 

very distant object is brought into focus. 

Foreshortening 

A distortion in radar images causing the lengths of slopes facing the antenna to appear shorter on 

the image than on the ground.  It is produced when radar wave fronts are steeper than the 

topographic slope. 

Format 

Size of an image 
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Forward overlap 

The percent of duplication by successive photographs along a flight line. 

Fovea 

The region around that point on the retina intersected by the eye's optic axis, where receptors are 

most densely packed.  It is the most sensitive part of the retina. 

Frequency (v) 

The number of wave oscillations per unit time or the number of wavelengths that pass a point per 

unit time. 

F-stop

Focal length of a lens divided by the diameter of the lens’s adjustable diaphragm.  Smaller

numbers indicate larger openings, which admit more light to the film.

GAC (Global Area Coverage) 

GAC data are derived from a sample averaging of the full resolution AVHRR data.  Four out of 

every five samples along the scan line are used to compute one average value and the data from 

only every third scan line are processed, yielding 1.1 km by 4 km resolution at the subpoint. 

Gamma 

This is a unit of magnetic intensity. 

GCP 

Ground-control point.  GCPs are physical points on the ground whose positions are known with 

respect to some horizontal coordinate system and/or vertical datum.  When mutually identifiable 

on the ground and on a map or photographic image, GCPs can be used to establish the exact 

spatial position and orientation of the image to the ground.  GCPs may be horizontal control 

points, vertical control points, or both. 

Geodetic 

Of or determined by geodesy; that part of applied mathematics which deals with the 

determination of the magnitude and figure either of the whole Earth or of a large portion of its 

surface.  Also refers to the exact location points on the Earth's surface. 

Geodetic accuracy 

The accuracy with which geographic position and elevation of features on the Earth's surface are 

mapped.  This accuracy incorporates information in which the size and shape of the Earth has 

been taken into account. 

Geographic Information System (GIS) 

A data-handling and analysis system based on sets of data distributed spatially in two 

dimensions.  The data sets may be map oriented, when they comprise qualitative attributes of an 

area recorded as lines, points, and areas often in vector format, or image oriented, when the data 

are quantitative attributes referring to cells in a rectangular grid usually in raster format.  It is 

also known as a geobased or geocoded information system. 
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Geometric correction 

Image-processing procedure that corrects spatial distortions in an image. 

Georegistered 

An image that has been geographically referenced or rectified to an Earth model, usually to a 

map projection.  Sometimes referred to as geocoded or geometric registration. 

Geostationary 

Refers to satellites traveling at the angular velocity at which the Earth rotates; as a result, they 

remain above the same point on Earth at all times. 

Geostationary orbit 

An orbit at 41 000 km in the direction of the Earth's rotation, which matches speed so that a 

satellite remains over a fixed point on the Earth's surface. 

Geosynchronous (aka GEO) 

Synchronous with respect to the rotation of the Earth.  See Geostationary. 

Geostationary Operational Environmental Satellite  

GOES observes the U.S. and adjacent ocean areas from vantage 

Geothermal 

Refers to heat from sources within the Earth. 

GMT 

Greenwich mean time.  This international 24-hour system is used to designate the time at which 

Landsat images are acquired. 

GPS (Global Positioning System) 

The GPS is a worldwide satellite navigation system that is funded and supervised by the U.S. 

Department of Defense.  GPS satellites transmit specially coded signals.  These signals are 

processed by a GPS receiver that computes extremely accurate measurements, including 3-

dimensional position, velocity, and time on a continuous basis.  

Gray scale 

A sequence of gray tones ranging from black to white. 

Grid format 

The result of interpolation from values of a variable measured at irregularly distributed points, or 

along survey lines, to values referring to square cells in a rectangular array.  It forms a step in the 

process of contouring data, but can also be used as the basis for a raster format to be displayed 

and analyzed digitally after the values have been rescaled to the 0 to 255 range. 

Ground-control point 

A geographic feature of known location that is recognizable on images and can be used to 

determine geometric corrections. 

Ground range 

On radar images, the distance from the ground track to an object. 
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Ground-range image 

Radar image in which the scale in the range direction is constant. 

Ground receiving station 

Facility that records data transmitted by a satellite, such as Landsat. 

Ground resolution cell 

Area on the terrain that is covered by the IFOV of a detector. 

Ground swath 

Width of the strip of terrain that is imaged by a scanner system. 

Heat capacity (c) 

Ratio of heat absorbed or released by a material to the corresponding Temperature rise or fall. 

Expressed in calories per gram per degree centigrade.  Also called thermal capacity. 

Highlights 

Areas of bright tone on an image. 

High-pass filter 

A spatial filter that selectively enhances contrast variations with high spatial frequencies in an 

image.  It improves the sharpness of images and is a method of edge enhancement. 

Histogram 

A means of expressing the frequency of occurrence of values in a data set within a series of equal 

ranges or bins, the height of each bin representing the frequency at which values in the data set 

fall within the chosen range.  A cumulative histogram expresses the frequency of all values 

falling within a bin and lower in the range.  A smooth curve derived mathematically from a 

histogram is termed the probability density function (PDF). 

Hypsography  

The scientific study of the Earth's topologic configuration above sea 

Image striping 

A defect produced in line scanner and push-broom imaging devices produced by the non-

uniform response of a single detector, or amongst a bank of detectors.  In a line-scan image the 

stripes are perpendicular to flight direction, but parallel to it in a push-broom image. 

Incidence angle 

In radar, the angle formed between an imaginary line normal to the surface and another 

connecting the antenna and the target. 

Incident energy 

Electromagnetic radiation impinging on a surface. 

Index of refraction (n) 

Ratio of the wavelength or velocity of electromagnetic radiation in a vacuum to that in a 

substance. 
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Instantaneous field of view (IV or IFOV) 

Solid angle through which a detector is sensitive to radiation.  In a scanning system, the solid 

angle subtended by the detector when the scanning motion is stopped. 

Intensity 

In the IHS system, brightness ranging from black to white. 

Interactive processing 

Method of image processing in which the operator views preliminary 

Interpretation key 

A characteristic or combination of characteristics that enable an object to be identified on an 

image. 

IR 

Infrared region of the electromagnetic spectrum that includes wavelengths from 0.7µm to 1 mm. 

IR color photograph 

Color photograph in which the red-imaging layer is sensitive to photographic IR wavelengths, 

the green-imaging layer is sensitive to red light, and the blue-imaging layer is sensitive to green 

light.  Also known as camouflage detection photographs and false-color photographs. 

ISO index 

Index of the International Standards Organization, designating film speed in photography. 

Higher values indicate higher sensitivity. 

Isotherm 

Contour line connecting points of equal temperature.  Isotherm maps are used to portray surface-

temperature patterns of water bodies. 

Kelvin units 

A Kelvin unit refers to a thermometric scale in which the degree intervals are equal to those of 

the Celsius scale and in which 0 degrees equals  

–273.15 degrees Celsius (absolute zero).

Kernel 

Two-dimensional array of digital numbers used in digital filtering. 

Kinetic energy 

The ability of a moving body to do work by virtue of its motion.  The molecular motion of matter 

is a form of kinetic energy. 

Kinetic temperature 

Internal temperature of an object determined by random molecular motion.  Kinetic temperature 

is measured with a contact thermometer. 
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Lambert Azimuthal Equal Area Projection 

Azimuthal Projections are formed onto a plane, which is usually tangent to the globe at either 

pole, the Equator, or any intermediate point.  The Lambert Azimuthal Equal Area Projection is a 

method of projecting maps on which the azimuth or direction from a given central point to any 

other point is shown correctly and also on which the areas of all regions are shown in the same 

proportion of their true areas.  When a pole is the central point, all meridians are spaced at their 

true angles and are straight radii of concentric circles that represent the parallels.  This projection 

is frequently used in one of three aspects: The polar aspect is used in atlases for maps of polar 

regions and of the Northern and Southern Hemispheres; the equatorial aspect is commonly used 

for atlas maps of the Eastern and Western Hemispheres; and the oblique aspect is used for atlas 

maps of continents and oceans. 

Lambert Conformal Conic Projection 

The Lambert Conformal Conic Projection is derived by the projection of lines from the center of 

the globe onto a simple cone.  This cone intersects the Earth along two standard parallels of 

latitude, both of which are on the same side of the equator.  All meridians are converging straight 

lines that meet at a common point beyond the limits of the map.  Parallels are concentric circles 

whose center is at the intersection point of the meridians.  Parallels and meridians cross at right 

angles, an essential of conformality.  To minimize and distribute scale errors, the two standard 

parallels are chosen to enclose two-thirds of the north to south map area.  Between these 

parallels, the scale will be too small, and beyond them, too large.  If the north to south extent of 

the mapping is limited, maximum scale errors will rarely exceed one percent.  Area exaggeration 

between and near the standard parallels, is very slight; thus, the projection provides good 

directional and shape relationships for areas having their long axes running in an east to west belt 

Laplacian filter 

A form of nondirectional digital filter. 

Laser 

Light artificially stimulated electromagnetic radiation: a beam of coherent radiation with a single 

wavelength. 

Latitude (aka the geodetic latitude) 

The angle between a perpendicular at a location, and the equatorial plane of the Earth. 

Layover 

In radar images, the geometric displacement of the objects toward the near range relative to their 

base. 

L-band

Radar wavelength region from 15 to 30 cm.

Level 1b 

Level 1b is considered raw quality controlled data configured into discrete data sets and to which 

Earth location and calibration information have been appended, but not applied. 
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LiDAR 

Light intensity detection and ranging, which uses lasers to stimulate fluorescence in various 

compounds and to measure distances to reflecting surfaces. 

Light 

Electromagnetic radiation ranging from 0.4 to 0.7µm in wavelength that is detectable by the 

human eye. 

Light meter 

Device for measuring the intensity of visible radiation and determining the appropriate exposure 

of photographic film in a camera. 

Lineament 

Linear topographic or tonal feature on the terrain and on images, maps, and photographs that 

may represent a zone of structural weakness. 

Linear 

Adjective that describes the straight line-like nature of features on the terrain or on images and 

photographs. 

Lineation 

The one-dimensional alignment of internal components of a rock that cannot be depicted as an 

individual feature on a map. 

Line drop out 

The loss of data from a scan line caused by malfunction of one of the detectors in a line scanner. 

Line-pair 

Pair of light and dark bars of equal widths.  The number of such line-pairs aligned side by side 

that can be distinguished per unit distance expresses the resolving power of an imaging system. 

Line scanner 

An imaging device, which uses a mirror to sweep the ground surface normal to the flight path of 

the platform.  An image is built up as a strip comprising lines of data. 

Look angle 

The angle between the vertical plane containing a radar antenna and the direction of radar 

propagation.  Complementary to the depression angle. 

Look direction 

Direction in which pulses of microwave energy are transmitted by a radar system.  The look 

direction is normal to the azimuth direction.  Also called range direction. 

Look-up table (LUT) 

A mathematical formula used to convert one distribution of data to another, most conveniently 

remembered as a conversion graph. 
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Longitude 

The angular distance from the Greenwich meridian (0 degree), along the equator.  This can be 

measured either east or west to the 180th meridian (180 degrees) or 0 degree to 360 degrees W. 

Low-Sun-angle photograph 

Aerial photograph acquired in the morning, evening, or winter when the Sun is at a low elevation 

above the horizon. 

Luminance 

Quantitative measure of the intensity of light from a source. 

Mach band 

An optical illusion of dark and light fringes within adjacent areas of contrasted tone.  It is a 

psychophysiological phenomenon, which aids human detection of boundaries or edges. 

Median filter 

A spatial filter, which substitutes the median value of DN from surrounding pixels for that 

recorded at an individual pixel.  It is useful for removing random noise. 

Mercator Projection 

Mercator is a conformal map projection, that is, it preserves angular relationships.  Mercator was 

designed and is recommended for navigational use and is the standard for marine charts.  

Mercator is often and inappropriately used as a world map projection in atlases and for wall 

charts where it presents a misleading view of the world because of the excessive distortion of 

area in the higher latitude areas. 

Microwave 

Region of the electromagnetic spectrum in the wavelength range of 0.1 to 30 cm. 

Mid-infrared (MIR) 

The range of EM wavelengths from 8 to 14 µm dominated by emission of thermally generated 

radiation from materials; also known as thermal infrared. 

Mie scattering 

The scattering of EM energy by particles in the atmosphere with comparable dimensions to the 

wavelength involved. 

Minimum ground separation 

Minimum distance on the ground between two targets at which they can be resolved on an 

image. 

Mixed pixel 

A pixel whose DN represents the average energy reflected or emitted by several types of surface 

present within the area that it represents on the ground; sometimes called a mixel. 

Modulate 

To vary the frequency, phase, or amplitude of electromagnetic waves. 
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Mosaic 

Composite image or photograph made by piecing together individual images or photographs 

covering adjacent areas. 

Multiband camera 

System that simultaneously acquires photographs of the same scene at different wavelengths. 

Multispectral classification 

Identification of terrain categories by digital processing of data acquired by multispectral 

scanners. 

Multispectral scanner 

Scanner system that simultaneously acquires images of the same scene at different wavelengths. 

NAD27 (North American Datum of 1927) 

NAD27 is defined with an initial point at Meads Ranch, Kansas, and by the parameters of the 

Clarke 1866 ellipsoid.  The location of features on USGS topographic maps, including the 

definition of 7.5-minute quadrangle corners, are referenced to the NAD27. 

NAD83 (North American Datum of 1983) 

NAD83 is an Earth-centered datum and uses the Geodetic Reference System 1980 (GRS 80) 

ellipsoid, unlike NAD27, which is based on an initial point (Meade’s Ranch, Kansas).  Using 

recent measurements with modern geodetic, gravimetric, astrodynamic, and astronomic 

instruments, the GRS 80 ellipsoid has been defined as a best fit to the worldwide geoid.  Because 

the NAD83 surface deviates from the NAD27 surface, the position of a point based on the two 

reference datums will be different. 

Nadir 

Point on the ground directly in line with the remote sensing system and the center of the Earth. 

NDVI (Normalized Difference Vegetation Index) 

The NDVI is computed by calculating the ratio of the VI (vegetation Index) The difference 

between Channel 2 and 1 and the sum of Channels 2 and 1.  Thus NDVI = (Channel 2 - Channel 

1) / (Channel 2 + Channel 1).

Nearest neighbor resampling 

When correcting image data points, the nearest neighbor technique assigns for each new pixel 

that pixel value which is closest in relative location to the newly computed pixel location. 

Near infrared (NIR) 

The shorter wavelength range of the infrared region of the EM spectrum, from 0.7 to 2.5 µm.  It 

is often divided into very-near infrared (VNIR) covering the range accessible to photographic 

emulsions (0.7 to 1.0 m), and the SWIR covering the remainder of the NOR atmospheric window 

from 1.0 to 2.5 m. 

Near range 

Refers to the portion of a radar image closest to the aircraft or satellite flight path. 
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Negative photograph 

Photograph on film or paper in which the relationship between bright and dark tones is the 

reverse of that of the features on the terrain. 

Noise 

Random or repetitive events that obscure or interfere with the desired information. 

Nondirectional filter 

Mathematical filter that treats all orientations of linear features equally. 

Non-selective scattering 

The scattering of EM energy by particles in the atmosphere which are much larger than the 

wavelengths of the energy, and which causes all wavelengths to be scattered equally. 

Non-spectral hue 

A hue which is not present in the spectrum of colors produced by the analysis of white light by a 

prism of diffraction grating.  Examples are brown, magenta, and pastel shades. 

Nonsystematic distortion 

Geometric irregularities on images that are not constant and cannot be predicted from the 

characteristics of the imaging system. 

Oblique photograph 

Photograph acquired with the camera intentionally directed at some angle between horizontal 

and vertical orientations. 

Orbit 

Path of a satellite around a body such as the Earth, under the influence of gravity. 

Orthophotograph 

A vertical aerial photograph from which the distortions due to varying elevation, tilt, and surface 

topography have been removed, so that it represents every object as if viewed directly from 

above. 

Orthophotoscope 

An optical-electronic device, which converts a normal vertical aerial photograph to an 

orthophotograph. 

Ortho-correction 

Correction applied to satellite imagery to account for terrain-induced distortion. 

Overlap 

Extent to which adjacent images or photographs cover the same terrain, expressed as a 

percentage.  

Panchromatic film 

Black and white film that is sensitive to all visible wavelengths. 

Parallax 

Displacement of the position of a target in an image caused by a shift in the observation system. 



EM 1110-1-2910 ● 10 March 2021 99 

Parallax difference 

The difference in the distance on overlapping vertical photographs between two points, which 

represent two locations on the ground with different elevations. 

Parallel-polarized 

Describes a radar pulse in which the polarization of the return is the same as that of the 

transmission.  Parallel-polarized images may be HH (horizontal transmit, horizontal return) or 

VV (vertical transmit, vertical return). 

Pass 

In digital filters, refers to the spatial frequency of data transmitted by the filter.  High-pass filters 

transmit high-frequency data; low-pass filters transmit low-frequency data. 

Passive microwaves 

Radiation in the 1 mm to 1 m range emitted naturally by all materials above absolute zero. 

Pattern 

Regular repetition of tonal variations on an image or photograph. 

Photodetector 

Device for measuring energy in the visible-light band. 

Photographic IR 

Short-wavelength portion (0.7 to 0.9 µm) of the IR band that is detectable by IR color film or IR 

black-and-white film. 

Photographic UV 

Long-wavelength portion of the UV band (0.3 to 0.4 µm) that is transmitted through the 

atmosphere and is detectable by film. 

Photomosaic 

Mosaic composed of photographs. 

Photon 

Minimum discrete quantity of radiant energy. 

Photopic vision 

Vision under conditions of bright illumination. 

Picture element 

In a digitized image, the area on the ground represented by each digital number.  Commonly 

contracted to pixel. 

Pitch 

Rotation of an aircraft about the horizontal axis normal to its longitudinal axis that causes a nose-

up or nose-down attitude. 

Pixel 

Contraction of picture element. 
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Planck's Law 

An expression for the variation of emittance of a blackbody at a particular temperature as a 

function of wavelength. 

Point spread function (PSF) 

The image of a point source of radiation, such as a star, collected by an imaging device.  A 

measure of the spatial fidelity of the device. 

Polarization 

The direction of orientation in which the electrical field vector of electromagnetic radiation 

vibrates. 

Polar orbit 

An orbit that passes close to the poles, thereby enabling a satellite to pass over most of the 

surface, except the immediate vicinity of the poles themselves. 

Polarized radiation 

Electromagnetic radiation in which the electrical field vector is contained in a single plane, 

instead of having random orientation relative to the propagation vector.  Most commonly refers 

to radar images. 

Positive photograph 

Photographic image in which the tomes are directly proportional to the terrain brightness. 

Precision 

Precision is a statistical measurement of repeatability that is usually expressed as a variance or 

standard deviation, root mean square or RMS, of repeated measurements.  These are expressed 

as x, y coordinates of arcs, label points, and tics in either single or double precision in 

ARC/INFO.  Single-precision coordinates have up to seven significant digits of precision.  This 

allows for a level of accuracy of approximately 10 meters for a region whose extent is 1,000,000 

meters across.  Double-precision coordinates have up to 15 significant digits; this allows for the 

precision necessary to represent any desired map accuracy at a global scale. 

Previsual symptom 

A vegetation anomaly that is recognizable on IR film before it is visible to the naked eye or on 

normal color photographs.  It results when stressed vegetation loses its ability to reflect 

photographic IR energy and is recognizable on IR color film by a decrease in brightness of the 

red hues. 

Primary colors 

A set of three colors that in various combinations will produce the full range of colors in the 

visible spectrum.  There are two sets of primary colors, additive and subtractive. 

Principal component analysis 

The analysis of covariance in a multiple data set so that the data can be projected as additive 

combinations on to new axes, which express different kinds of correlation among the data. 
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Principal-component (PC) image 

Digitally processed image produced by a transformation that recognizes maximum variance in 

multispectral images. 

Principal point 

Optical center of an aerial photograph. 

Printout 

Display of computer data in alphanumeric format. 

Probability density function (PDF) 

A function indicating the relative frequency with which any measurement may be expected to 

occur.  In remote sensing, it is represented by the histogram of DN in one band for a scene. 

Projection 

Orderly system of lines on a plane representing a corresponding system of imaginary lines on an 

adopted terrestrial or celestial datum surface.  Also, the mathematical concept of such a system.  

For maps of the Earth, a projection consists of (1) a graticule of lines representing parallels of 

latitude and meridians of longitude or (2) a grid. 

Pulse 

Short burst of electromagnetic radiation transmitted by a radar antenna. 

Pulse length 

Duration of a burst of energy transmitted by a radar antenna, measured in microseconds. 

Pushbroom scanner 

An alternate term for an along-track scanner. 

Pushbroom system 

An imaging device consisting of a fixed linear array of many sensors, which is swept across an 

area by the motion of the platform, thereby building up an image.  It relies on sensors whose 

response and reading is nearly instantaneous, so that the image swathe can be segmented into 

pixels representing small dimensions on the ground. 

Quantum 

The elementary quantity of EM energy that is transmitted by a particular wavelength.  According 

to the quantum theory, EM radiation is emitted, transmitted, and absorbed as numbers of quanta, 

the energy of each quantum being a simple function of the frequency of the radiation. 

Radar  

Acronym for radio detection and ranging.  Radar is an active form of remote sensing that 

operates in the microwave and radio wavelength regions.  

Radar altimeter 

A non-imaging device that records the time of radar returns from vertically beneath a platform to 

estimate the distance to and hence the elevation of the surface; carried by Seasat and the EAS-

ERS-1 platforms. 



102 EM 1110-1-2910 ● 10 March 2021 

Radar cross-section 

A measure of the intensity of backscattered radar energy from a point target.  Expressed as the 

area of a hypothetical surface, which scatters radar equally in all directions and which would 

return the same energy to the antenna. 

Radar scattering coefficient 

A measure of the back-scattered energy from a target with a large area.  Expressed as the average 

radar cross section per unit area in decibels (db).  It is the fundamental measure of the radar 

properties of a surface. 

Radar scatterometer 

A non-imaging device that records radar energy backscattered from terrain as a function of 

depression angle. 

Radar shadow 

Dark signature on a radar image representing no signal return.  A shadow extends in the far-

range direction form an object that intercepts the radar beam. 

Radial relief displacement 

The tendency of vertical objects to appear to learn radially away from the center of a vertical 

aerial photograph.  Caused by the conical field of view of the camera lens. 

Radian 

Angle subtended by an arc of a circle equal in length to the radius of the circle 1 rad = 57.3¡. 

Radiance 

Measure of the energy radiated by an object.  In general, radiance is a function of viewing angle 

and spectral wavelength and is expressed as energy per solid angle. 

Radiant energy peak 

Wavelength at which the maximum electromagnetic energy is radiated at a particular 

temperature. 

Radiant flux 

Rate of flow of electromagnetic radiation measured in watts per square centimeter. 

Radiant temperature 

Concentration of the radiant flux from a material.  Radiant temperature is the kinetic temperature 

multiplied by the emissivity to the one-fourth power. 

Radiation 

Propagation of energy in the form of electromagnetic waves. 

Radiometer 

Device for quantitatively measuring radiant energy, especially thermal radiation. 

Random line dropout 

In scanner images, the loss of data from individual scan lines in a nonsystematic fashion. 
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Range 

In radar usage this is the distance in the direction of radar propagation, usually to the side of the 

platform in an imaging radar system.  The slant range is the direct distance from the antenna to 

the object, whereas the distance from the ground track of the platform to the object is termed the 

ground range. 

Range direction 

See look direction. 

Range resolution 

In radar images, the spatial resolution in the range direction, which is determined by the pulse 

length of the transmitted microwave energy. 

Raster 

The scanned and illuminated area of a video display, produced by a modulated beam of electrons 

sweeping the phosphorescent screen line by line from to bottom at a regular rate of repetition. 

Raster format 

A means of representing spatial data in the form of a grid of DN, each line of which can be used 

to modulate the lines of a video raster. 

Raster pattern 

Pattern of horizontal lines swept by an electron beam across the face of a CRT that constitute the 

image display. 

Ratio image 

An image prepared by processing digital multi-spectral data as follows: for each pixel, the value 

for one band that is divided the value of another.  The resulting digital values are displayed as an 

image. 

Rayleigh criterion 

In radar, the relationship between surface roughness, depression angle, and wavelength that 

determines whether a surface will respond in a rough or smooth fashion to the radar pulse. 

Rayleigh scattering 

Selective scattering of light in the atmosphere by particle that is small compared with the 

wavelength of light. 

Real-aperture radar 

Radar system in which azimuth resolution is determined by the transmitted beam width, which is 

in turn determined by the physical length of the antenna and by the wavelength. 

Real time 

Refers to images or data made available for inspection simultaneously with their acquisition. 

Recognizability 

Ability to identify an object on an image. 
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Rectilinear 

Refers to images with no geometric distortion in which the scales in the horizontal and vertical 

directions are identical. 

Redundancy 

Information on an image, which is either not, required for interpretation or cannot be seen.  

Redundancy may be spatial or spectral.  The term also refers to multispectral data where the 

degree of correlation between bands is so high that one band contains virtually the same 

information as all the bands. 

Reflectance 

Ratio of the radiant energy reflected by a body to the energy incident on it.  Spectral reflectance 

is the reflectance measured within a specific wavelength interval. 

Reflected IR 

Electromagnetic energy of wavelengths from 0.7 µm to about 3 µm that consists primarily of 

reflected solar radiation 

Reseau marks 

Pattern of small crosses added to photographs. 

Return-beam vidicon (RBV) 

A system in which images are formed on the photosensitive surface of a vacuum tube; the image 

is scanned with an electron beam and transmitted or recorded.  Landsat 3 used a pair of RBV's to 

acquire images. 

Reflected energy peak 

Wavelength (0.5 µm) at which maximum amount of energy is reflected from the Earth's surface. 

Reflected IR 

It consists primarily of reflected solar radiation. 

Reflectivity 

Ability of a surface to reflect incident energy. 

Refraction 

Bending of electromagnetic rays as they pass from one medium into another when each medium 

has a different index of refraction. 

Registration 

Process of superposing two or more images or photographs so that equivalent geographic points 

coincide. 

Relief 

Vertical irregularities of a surface. 

Relief displacement 

Geometric distortion on vertical aerial photographs.  The tops of objects appear in the 

photograph to be radially displaced from their bases outward from the photograph's center point. 
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Remote sensing 

Collection and interpretation of information about an object without being in physical contact 

with the object. 

Resampling 

The calculation of new DN for pixels created during geometric correction of a digital scene, 

based on the values in the local area around the uncorrected pixels. 

Resolution 

Ability to separate closely spaced objects on an image or photograph.  Resolution is commonly 

expressed as the most closely spaced line- pairs per unit distance that can be distinguished.  Also 

called spatial resolution. 

Resolution target 

Series of regularly spaced alternating light and dark bars used to evaluate the resolution of 

images or photographs. 

Resolving power 

A measure of the ability of individual components.  And of remote sensing systems, to separate 

closely spaced targets. 

Reststrahlen band 

In the IR region, refers to absorption of energy as a function of silica content. 

Return 

In radar, a pulse of microwave energy reflected by the terrain and received at the radar antenna.  

The strength of a return is referred to as return intensity. 

Ringing 

Fringe-like artifacts produced at edges by some forms of spatial-frequency filtering. 

Rods 

The receptors in the retina that are sensitive to brightness variations. 

Roll 

Rotation of an aircraft that causes a wing-up or wing-down attitude. 

Roll compensation system 

Component of an airborne scanner system that measures and records the roll of the aircraft.  This 

information is used to correct the imagery for distortion due to roll. 

Rough criterion 

In radar, the relationship between surface roughness, depression angle, and wavelength that 

determines whether a surface will scatter the incident radar pulse in a rough or intermediate 

fashion. 

Roughness 

In radar, the average vertical relief of a small-scale irregularities of the terrain surface.  Also 

called surface roughness 
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RMSE (Root Mean Square Error) 

The RMSE statistic is used to describe accuracy encompassing both random and systematic 

errors.  The square of the difference between a true test point and an interpolated test point 

divided by the total number of test points in the arithmetic mean.  The square root of this value is 

the root mean square error. 

Satellite 

An object in orbit around a celestial body. 

Saturation 

In the IHS system, represents the purity of color.  Saturation is also the condition where energy 

flux exceeds the sensitivity range of a detector. 

Scale 

Ratio of distance on an image to the equivalent distance on the ground. 

Scan line 

Narrow strip on the ground that is swept by IFOV of a detector in a scanning system. 

Scanner 

An imaging system in which the IFOV of one or more detectors is swept across the terrain. 

Scanner distortion 

Geometric distortion that is characteristic of cross-track scanner images. 

Scan skew 

Distortion of scanner images caused by forward motion of the aircraft or satellite during the time 

required for scanning completion. 

Scattering 

Multiple reflections of electromagnetic waves by particles or surfaces. 

Scattering coefficient curves 

Display of scatterometer data in which relative backscatter is shown as a function of incidence 

angle. 

Scatterometer 

Nonimaging radar device that quantitatively records backscatter of terrain as a function of 

incidence angle. 

Scene 

Area on the ground that is covered by an image or photograph. 

Scotopic vision 

Vision under conditions of low illumination, when only the rods are sensitive to light.  Visual 

acuity under these conditions is highest in the blue part of the spectrum. 

Sensitivity 

Degree to which a detector responds to electromagnetic energy incident on it. 
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Sensor 

Device that receives electromagnetic radiation and converts it into a signal that can be recorded 

and displayed as either numerical data or an image. 

Shaded relief 

Shading added to an image that makes the image appear to have three-dimensional aspects.  This 

type of enhancement is commonly done to satellite images and thematic maps utilizing digital 

topographic data to provide the appearance of terrain relief within the image. 

Sidelap 

Extent of lateral overlap between images acquired on adjacent flight lines. 

Side-looking airborne radar (SLAR) 

An airborne side scanning system for acquiring radar images. 

Side-scanning sonar 

Active system for acquiring images of the seafloor using pulsed sound waves. 

Signal 

Information recorded by a remote sensing system. 

Signal-to-noise radio (S/N) 

The ratio of the level of the signal carrying real information to that carrying spurious information 

as a result of defects in the system. 

Skylight 

Component of light that is strongly scattered by the atmosphere and consists predominantly of 

shorter wavelengths. 

Slant range 

In radar, an imaginary line running between the antenna and the target. 

Slant-range distance 

Distance measured along the slant range. 

Slant-range distortion 

Geometric distortion of a slant-range image. 

Slant-range image 

In radar, an image in which objects are located at positions corresponding to their slant-range 

distances from the aircraft path.  On slant-range images, the scale in the range direction is 

compressed in the near-range region.  

SLAR 

Side-looking airborne radar. 

SMMR 

Scanning Multichannel Microwave Radiometer, carried by Nimbus-7. 
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Smooth criterion 

In radar, the relationship between surface roughness, depression angle, and wavelength that 

determines whether a surface will scatter the incident radar pulse in a smooth or intermediate 

fashion. 

Sonar 

Acronym for sound navigation ranging.  Sonar is an active form of remote sensing that employs 

sonic energy to image the seafloor. 

Spatial-frequency filtering 

The analysis of the spatial variations in DN of an image and the separation or suppression of 

selected frequency ranges. 

Specific heat 

The ratio of the heat capacity of unit mass of a material to the heat capacity of unit mass of 

water. 

Spectral hue 

A hue that is present in the spectral range of white light and is analyzed by a prism or diffraction 

grating. 

Spectral reflectance 

Reflectance of electromagnetic energy at specified wavelength intervals. 

Spectral sensitivity 

Response, or sensitivity, of a film or detector to radiation in different spectral regions. 

Spectral vegetation index 

An index of relative amount and vigor of vegetation.  The index is calculated from two spectral 

bands of AVHRR imagery. 

Spectrometer 

Device for measuring intensity of radiation absorbed or reflected by a materiel as a function of 

wavelength. 

Spectroradiometer 

A device that measures the energy reflected or radiated by materials in narrow EM wavebands. 

Spectrum 

Continuous sequence of electromagnetic energy arranged according to wavelength or frequency. 

Specular 

Refers to a surface that is smooth with respect to the wavelength of incident energy. 

Stefan-Boltzmann constant 

5.68 x 10 -12 W . Cm-2 .K-4. 

Stefan-Boltzmann Law 

States that radiant flux of a blackbody is equal to the temperature to the fourth power times the 

Stefan-Boltzmann constant. 
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Stereo base 

Distance between a pair of correlative points on a stereo pair that are oriented for stereo viewing. 

Stereo model 

Three-dimensional visual impression produced by viewing a pair of overlapping images through 

a stereoscope. 

Stereo pair 

Two overlapping images or photographs that may be viewed stereoscopically. 

Stereopsis 

The ability for objects to be perceived in three dimensions as a result of the parallax differences 

produced by the eye base. 

Stereoscope 

Binocular optical device for viewing overlapping images or diagrams. The left eye sees only the 

left image, and the right eye sees only the right image. 

Subscene 

A portion of an image that is used for detailed analysis. 

Subtractive primary colors 

Yellow, magenta, and cyan.  When used as filters for white light, these colors remove blue, green 

and red light, respectively. 

Sunglint 

Bright reflectance of sunlight caused by ripples on water. 

Sun-synchronous 

Earth satellite orbit in which the orbit plane is nearly polar and the altitude is such that the 

satellite passes over all places on Earth having the same latitude twice daily at the same local 

Sun time. 

Sun-synchronous orbit 

A polar orbit where the satellite always crosses the Equator at the same local solar time. 

Supervised classification 

Digital-information extraction technique in which the operator provides training-site information 

that the computer uses to assign pixels to categories. 

Surface phenomenon 

Interaction between electromagnetic radiation and the surface of a material. 

Surface roughness 

See roughness. 

Synthetic-aperture radar (SAR) 

Radar system in which high azimuth resolution is achieved by storing and processing data on the 

Doppler shift of multiple return pulses in such a way as to give the effect of a much longer 

antenna. 
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System 

Combination of components that constitute an imaging device. 

Target 

Object on the terrain of specific interest in a remote sensing investigation. 

Terrain 

Surface of the Earth. 

Texture 

Frequency of change and arrangement of tones on an image. 

Thematic Data 

Thematic data layers in a data set are layers of information that deal with a particular theme.  

These layers are typically related information that logically go together.  Examples of thematic 

data would include a data layer whose contents are roads, railways, and river navigation routes. 

Thermal inertia (P) 

Measure of the response of a material to temperature changes, expressed in calories per square 

centimeter per square root of second. 

Thermal IR 

IR region from 3 to 14 µm that is employed in remote sensing.  This spectral region spans the 

radiant power peak of the Earth. 

Tone 

Each distinguishable shade of gray from white to black on an image. 

Training site 

Area of terrain with known properties or characteristics that is used in supervised classification. 

Travel time 

In radar, the time interval between the generation of a pulse of microwave energy and its return 

from the terrain. 

Unsupervised classification 

Digital information extraction technique in which the computer assigns pixels to categories with 

no instructions from the operator. 

Universal Transverse Mercator Projection (UTM) 

UTM is a widely used map projection that employs a series of identical projections around the 

world in the mid-latitude areas, each spanning six degrees of longitude and oriented to a 

meridian.  This projection is characterized by its conformality; that is, it preserves angular 

relationships and scale plus it easily allows a rectangular grid to be superimposed on it.  Many 

worldwide topographic and planimetric maps at scales ranging between 1:24,000 and 1:250,000 

use this projection. 

Ultraviolet (UV) 

Ultraviolet region of the electromagnetic spectrum ranging in wavelengths from 0.01 to 0.4m. 
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Variance 

A measure of the dispersion of the actual values of a variable about its mean.  It is the mean of 

the squares of all the deviations from the mean value of a range of data. 

Vector 

Any quantity, which has both magnitude and direction, as opposed to scalar that has only 

magnitude. 

Vector data 

Vector data, when used in the context of spatial or map information, refers to a format where all 

map data is stored as points, lines, and areas rather than as an image or continuous tone picture.  

These vector data have location and attribute information associated with them. 

Vector format 

The expression of points, lines, and areas on a map by digitized Cartesian coordinates, directions, 

and values. 

Vegetation anomaly 

Deviation from the normal distribution or properties of vegetation.  Vegetation anomalies may be 

caused by faults, trace elements in soil, or other factors. 

Vertical exaggeration 

In a stereo model, the extent to which the vertical scale appears larger than the horizontal scale. 

Visible radiation 

Energy at wavelengths from 0.4 to 0.7mm that is detectable by the human eye. 

Watt (W) 

Unit of electrical power equal to rate of work done by one ampere under a potential of one volt. 

Wavelength 

Distance between successive wave crests or other equivalent points in a harmonic wave. 

Wien's displacement law 

Describes the shift of the radiant power peak to shorter wavelengths as temperature increases. 
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	1.5.   Records Management (Recordkeeping) Requirements.
	1.6.   Contents of This Manual.
	1.6.1.   The objective of this manual is to provide both theoretical and practical information to aid acquiring, processing, and interpreting remotely sensed data.  Additionally, this manual provides reference materials and sources for further study a...
	1.6.2.   Included in this work is a background of the principles of remote sensing, with a focus on the physics of electromagnetic waves and the interaction of electromagnetic waves with objects.  Aerial photography and history of remote sensing are b...
	1.6.3.   The fundamentals of image processing are presented along with a summary of map projection and information extraction.  Helpful examples and tips are presented to clarify concepts and to enable the efficient use of image processing.
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	Chapter 2.  Principles of Remote Sensing Systems
	2.1.   Introduction.
	2.2.   Definition of Remote Sensing.
	2.2.1.   Remote sensing describes the collection of data about an object, area, or phenomenon from a distance with a device that is not in physical contact with the object.  Such data are collected from ground-based, airborne, and satellite platforms ...
	2.2.2.   Sensors carried by platforms are engineered to detect variations of emitted and reflected electromagnetic radiation.  A simple and familiar example of a platform carrying a sensor is a camera mounted on the underside of an airplane.  The airp...
	2.2.3.   Likewise, spaceborne platforms known as satellites, such as Landsat Thematic Mapper (Landsat TM), Satellite Pour l’Observation de la Terra or SPOT, Moderate-Resolution Imaging Spectroradiometer (MODIS), Worldview, and many others carry a vari...

	2.3.   Basic Components of Remote Sensing.
	2.3.1.    Electromagnetic energy is emitted from a source, either natural (most commonly the Sun) or from a manmade system.
	2.3.2.   This energy interacts with matter, including the atmosphere and objects on the Earth’s surface.
	2.3.3.   Emitted or reflected energy is recorded by a sensor as data.
	2.3.4.   Data is displayed digitally for visual and numerical interpretation.

	2.4.   Component 1: Electromagnetic Energy Is Emitted from a Source.
	2.4.1.   Electromagnetic Energy: Source, Measurement, and Illumination.  Remote sensing data become extremely useful when there is a clear understanding of the physical principles that govern what we are observing in the imagery.  Many of these physic...
	2.4.2.   Summary of Electromagnetic Energy.  Electromagnetic energy or radiation is derived from the subatomic vibrations of matter and is measured in a quantity known as wavelength.  The units of wavelength are traditionally given as micrometers (µm)...
	2.4.3.   Temperature.  The origin of all energy (electromagnetic energy or radiant energy) begins with the vibration of subatomic particles called photons (Figure 2.1).  All objects at a temperature above absolute zero vibrate and therefore emit some ...
	2.4.4.   Absolute Temperature Scale.  The lowest possible temperature has been shown to be –273.2 C and is the basis for the absolute temperature scale.  The absolute temperature scale, known as Kelvin, is adjusted by assigning –273.2 C to 0 K (“zero ...
	2.4.5.   Nature of Electromagnetic Waves.  Electromagnetic energy travels along the path of a sinusoidal wave (Figure 2.2) at the speed of light (3.00 × 108 m/s).  All emitted and reflected energy travels at this rate, including light.  Electromagneti...
	2.4.6.   Measurement of Electromagnetic Wave Radiation.  Electromagnetic waves are measured from wave crest to wave crest or conversely from trough to trough.  This distance is known as wavelength (λ or “lambda”) and is expressed in units of micromete...
	2.4.6.1.   Frequency.  The rate at which a wave passes a fixed point is known as the wave frequency and is denoted as v (“nu”).  The units of measurement for frequency are given as Hertz (Hz), the number of wave cycles per second (Figure 2.4 and Figur...
	2.4.6.2.   Speed of electromagnetic radiation (or speed of light).  Wavelength and frequency are inversely related to one another; as one increases the other decreases.  Their relationship is expressed as:

	2.4.7.   Electromagnetic Spectrum.
	2.4.7.1.   Electromagnetic radiation wavelengths are typically plotted on a logarithmic scale, in increments of powers of 10, known as the electromagnetic spectrum (Figure 2.6).  Though the spectrum is commonly divided into various regions based on ce...
	2.4.7.2.   For instance, the visible region of the electromagnetic spectrum is commonly classified as the wavelength region spanning approximately 400 to 700 nm (Figure 2.6).  This region represents the range of wavelengths within which the human eye ...

	2.4.8.   Regions of the Electromagnetic Spectrum.  Different regions of the electromagnetic spectrum can provide discrete information about an object.  The categories of the electromagnetic spectrum represent groups of measured electromagnetic radiati...
	2.4.8.1.   UV.  The UV portion of the spectrum contains radiation just beyond the violet portion of the visible wavelengths (Figure 2.6).  UV radiation has relatively short wavelengths (10 to 400 nm) and high frequencies.  UV wavelengths are used in g...
	2.4.8.2.   Visible Light.  The radiation detected by human eyes is in the spectrum range aptly named the visible spectrum.  Visible radiation or light is the only portion of the spectrum that can be perceived as colors.  These wavelengths span a very ...
	2.4.8.3.   Visible light detected by sensors depends greatly on the surface reflection characteristics of objects.  Urban feature identification, soil/vegetation discrimination, ocean productivity, cloud cover, precipitation, snow, and ice cover are o...
	2.4.8.4.   IR.
	a.   The portion of the electromagnetic spectrum adjacent to the visible range is the IR region (Figure 2.6).  This energy is not visible to the human eye but is experienced by humans as the sensation of heat.  The IR region ranges from approximately ...
	b.   Near-IR is the range of wavelengths just beyond (longer than) the red portion of the visible light region.  Near-IR and short-wavelength IR (SWIR) wavelengths are also commonly referred to as reflected IR, as measurements of the reflection of the...

	2.4.8.5.   Microwave.
	a.   Beyond the IR region is the microwave region, including a very broad range of wavelengths from 1 mm to 1 m.  Various bands of microwave radiation commonly used in remote sensing applications are listed in Table 2.4.  These bands are diagnostic of...
	b.   Microwave remote sensing is used in the studies of meteorology, hydrology, oceans, geology, agriculture, forestry, and ice, and for topographic mapping.  Because microwave emission is influenced by moisture content, it is useful for mapping soil ...


	2.4.9.   Quantifying Energy.  In addition to wavelength and frequency, it is also useful to measure the intensity exhibited by electromagnetic energy.  Intensity can be described by Q and is measured in units of Joules (J).  The following equation sho...
	2.4.9.1.   The equation for energy indicates that, for long wavelengths, the amount of energy will be low, and for short wavelengths, the amount of energy will be high.  For instance, blue light is on the short wavelength end of the visible spectrum (...
	2.4.9.2.   Implications for Remote Sensing.  The relationship between energy and wave- lengths has implications for remote sensing.  For example, in order for a sensor to detect low-energy microwaves (which have a large λ), it will have to remain fixe...

	2.4.10.   Black Body Emission.  Energy emitted from an object is a function of its surface temperature.  An idealized object called a black body is used to model and approximate the electromagnetic energy emitted by an object.  A black body completely...
	2.4.10.1.   Wien’s Displacement Law.  In (Equation 2.2, wavelength is shown to be an inverse function of energy.  It is also true that wavelength is inversely related to the temperature of the source.  This is explained by Wein’s Displacement Law:
	2.4.10.2.   The Stefan-Boltzmann Law.  The Stefan-Boltzmann Law states that the total energy radiated by a black body per volume of time is proportional to the fourth power of temperature.  This can be represented by the following equation:
	2.4.10.3.   Summary.  Together, the Wien and Stefan-Boltzmann Laws are powerful tools.  From these equations, temperature and radiant energy can be determined from an object’s emitted radiation.  For example, ocean water temperature distribution can b...

	2.4.11.   The Sun and Earth as Black Bodies.  The Sun’s surface temperature is 5800 K; at that temperature, much of the energy is radiated as visible light (Figure 2.8).  We can therefore see much of the spectra emitted from the Sun.  Scientists specu...
	2.4.12.   Passive and Active Sources.
	2.4.12.1.   The energy referred to above is classified as passive energy.  Passive energy is emitted directly from a natural source.  The Sun, rocks, the ocean, and humans are all examples of passive sources.  Remote sensing instruments are capable of...
	2.4.12.2.   Active energy is energy generated and transmitted from the sensor itself.  Active radar systems transmit their own microwave energy to the surface terrain; the strength of energy returned to the sensor is recorded as representing the surfa...


	2.5.   Component 2: Interaction of Electromagnetic Energy with Matter.
	2.5.1.   Absorption.  With reference to electromagnetic radiation, absorption is the conversion of incident energy into internal energy (most commonly as an increase in temperature) by a material.  Absorption is measured as a percentage and is often p...
	2.5.2.   Transmission occurs when radiation passes through a material.  Total absorption (0% transmission) and total transmission (100% transmission) are uncommon as all materials absorb some radiation—this explains why thin or porous media may appear...
	2.5.3.   Atmospheric Windows and Walls.
	2.5.3.1.   The gases in the Earth’s atmosphere absorb a significant amount of the Sun’s radiation.  Ozone (O3), carbon dioxide (CO2), and water vapor (H2O) are the three main atmospheric compounds that absorb radiation, and each absorbs radiation at p...
	2.5.3.2.   Wavelength regions of high absorption are called atmospheric walls.  Regions of high transmission are called atmospheric windows.  Most remote sensing systems are interested in imaging the planet’s surface, so they are constrained to operat...
	2.5.3.3.   Ozone.  Ozone (O3) absorbs harmful UV radiation from the Sun.  Without this protective layer in the atmosphere, our skin would burn when exposed to sunlight.
	2.5.3.4.   Carbon Dioxide.  Carbon dioxide (CO2) is called a greenhouse gas because it greatly absorbs thermal IR radiation.  Carbon dioxide thus serves to trap heat in the atmosphere from radiation emitted from both the Sun and the Earth.
	2.5.3.5.   Water vapor.  Water vapor (H2O) in the atmosphere absorbs incoming longwave IR and shortwave microwave radiation (22 to 1 μm).  Water vapor in the lower atmosphere varies annually from location to location.  For example, the air mass above ...

	2.5.4.   Reflection.
	2.5.4.1.   Let us suppose for the moment that any radiation that is not absorbed in the atmosphere reaches the Earth’s surface—this is not quite true, but because it requires some prior discussion of reflection, scattering will be discussed later in t...
	2.5.4.2.   The intensity and wavelength of the reflected energy depends on the material properties, surface roughness relative to the wavelength of the incident light, and geometry.  These differences allow us to delineate different materials and obje...
	2.5.4.3.   At each wavelength, a material has a characteristic reflectance, which when taken together form a spectral reflectance curve or spectral signature, which can be used to identify the material.  While reflectance is a material property, indiv...
	2.5.4.4.   Specular and diffuse reflection.  The nature of reflectance is controlled by the wavelength of the radiation relative to the surface texture.  Surface texture is defined by the roughness or bumpiness of the surface relative to the wavelengt...

	2.5.5.   Atmospheric Effects.
	2.5.5.1.   Up to this point, a simplified view of energy’s path from the Sun, to a ground target, and back to the sensor has been presented in order to establish the basic interactions of light with matter.  In this idealized scenario, light that was ...
	2.5.5.2.   The interaction of light with liquids, gases, and small particles is often referred to as scattering and is heavily dependent on the size of the particle or scatterer and the wavelength of the incident radiation (Table 2.5).  Because the co...
	2.5.5.3.   Rayleigh Scattering.  Rayleigh scattering dominates when the diameters of atmospheric particles (D) are much smaller than the incoming radiation wavelength (λ).  This leads to a greater amount of short wavelength scatter resulting from the ...
	2.5.5.4.   This means that shorter wavelengths (those shorter than about 10% of the scatterer’s diameter) will be diffusely scattered, or transmitted equally in all directions (Figure 2.12).  Longer wavelengths are unaffected and will be transmitted w...
	2.5.5.5.   Why is the sky blue?  Rayleigh scattering accounts for the Earth’s blue sky (Figure 2.13).  We see predominately blue because the wavelengths in the blue region (0.446–0.500 μm) are scattered primarily by nitrogen gas (N2, D = 3.6 x 10-10 m...
	2.5.5.6.   Our perception of sunrise and sunset as red or pink is caused by the same phenomenon.  When the Sun is lower in the sky, light must travel through a greater thickness of atmosphere to reach our eyes (Figure 2.13).  This increase in path len...
	2.5.5.7.   Mie Scattering.  Mie scattering occurs when an atmospheric particle diameter is on the order of the radiation’s wavelength (D ≈ λ), most commonly in the presence of water vapor, dust, smoke, or smog.  Mie scattering is both gradational and ...
	2.5.5.8.   Nonselective Scattering.  At even larger particle sizes (5–100 μm), Mie scattering approaches the point where all wavelengths are scattered equally or nonselectively.  This leads to the scatter of visible, near IR, and mid-IR.  All these wa...

	2.5.6.   Summary.  You now have an understanding of where remotely sensed energy comes from, its composition, and what effects the materials it encounters can have on it as it travels from its source, to a target, and back to the sensor.  The next sec...

	2.6.   Component 4: Energy Is Detected and Recorded by the Sensor.
	2.6.1.   Conversion of the Radiation to Data.  Data collected at a sensor are converted from a continuous analog to a digital number (DN).  This is a necessary conversion, as electromagnetic waves arrive at the sensor as a continuous stream of radiati...
	2.6.2.   Diversion on Data Type.  DN values for raw remote sensing data are usually integers.  Occasionally, data can be expressed as a decimal.  The most popular code for representing real numbers (a number that contains a fraction, such as 0.5, whic...
	2.6.3.   You may need to be aware of the type of data used in an image, particularly when determining the DN in a pixel.  For most sensors, the data numbers recorded are not indicative of physical properties and need to be rescaled or calibrated to sp...
	2.6.4.   Turning Digital Data into Images.  Satellite data can be displayed as an image on a computer monitor by an array of pixels, or picture elements, containing DNs.  The composition of the image is simply a grid of continuous pixels, known as a r...
	2.6.5.   For most radiation, an 8-bit scale is used that corresponds to a value range of 0–255 (Table 2.6).  This means that 256 levels of brightness (DN values are sometimes referred to as brightness values—Bv) can be displayed, each representing the...
	2.6.6.   On the image this translates to varying shades of grays.  A pixel with a brightness value of zero (Bv = 0) will appear black; a pixel with a Bv of 255 will appear white (Figure 2.16).  All brightness values in the range of Bv = 1 to 254 will ...
	2.6.7.   Spectral Radiance.  As reflected energy radiates away from an object, it moves in a hemi-spherical path.  The sensor measures only a small portion of the reflected radiation—the portion along the path between the object and the sensor.  This ...
	2.6.8.   Atmospheric Correction Techniques.  Data can be corrected by resampling with the use of image processing software such as ERDAS Imagine or ENVI, or by the use of specialty software.  In many of the image processing software packages, atmosphe...
	2.6.8.1.   Empirical Modeling Corrections.
	a.   Measured or empirical data collected on the ground at the time the sensor passes overhead allows for a comparison between ground spectral reflectance measurements and sensor radiation reflectance measurements.  Typical data collection includes sp...
	b.   Empirical corrections have many limitations, including cost, spectral equipment availability, site accessibility, and advanced preparation.  It is critical to time the field spectral data collection to coincide with the same day and time that the...

	2.6.8.2.   Mathematical Modeling Corrections.  Alternatively, corrections that are mathematically derived rely on estimated atmospheric parameters from the scene.  These parameters include visibility, humidity, and the percent and type of aerosols pre...

	2.6.9.   Spectral Reflectance Curves.
	2.6.9.1.   A surface feature’s color can be characterized by its reflectance, the percentage of incoming electromagnetic energy (illumination) it reflects at each wavelength across the electromagnetic spectrum.  This is its spectral reflectance curve ...
	2.6.9.2.   Unfortunately, remote sensing instruments do not record reflectance directly, rather radiance, which is the amount (not the percent) of electromagnetic energy received in selected wavelength bands.  A change in illumination, more or less in...
	2.6.9.3.   Important Reflectance Curves and Critical Spectral Regions.  While there are too many surface types to memorize all their spectral signatures, it is helpful to be familiar with the basic spectral characteristics of green vegetation, soil, a...
	2.6.9.4.   Spectral Reflectance of Green Vegetation.  Reflectance of green vegetation (Figure 2.18) is low in the visible portion of the spectrum because of chlorophyll absorption, high in the near IR due to the cell structure of the plant, and lower ...
	2.6.9.5.   Spectral Reflectance of Soil.  Soil reflectance (Figure 2.19) typically increases with wavelength in the visible portion of the spectrum and then stays relatively constant in the near-IR and shortwave IR, with some local dips resulting from...
	2.6.9.6.   Spectral Reflectance of Water.  Spectral reflectance of clear water is low in all portions of the spectrum (Figure 2.20).  Reflectance increases in the visible portion when materials are suspended in water.
	2.6.9.7.   Critical Spectral Regions.
	a.   The spectral regions that will be most useful in a remote sensing application depend on the spectral signatures of the surface features to be distinguished. Figure 2.20 shows that the visible blue region is not very useful for separating vegetati...
	b.   When spectral signatures cross, the spectral regions on either side of the intersection are especially useful.  For instance, green vegetation and soil signatures cross at about 0.7 µm, so the 0.6 µm (visible red) and 0.8-µm and larger wavelength...


	2.6.10.   Spectral Libraries.  As noted above, detailed spectral signatures of known materials are useful in determining whether and in what spectral regions surface features are distinct.  Spectral reflectance curves for many materials (especially mi...
	2.6.10.1.   Two major spectral libraries that are freely available online are:
	a.   USGS Spectral Library (Kokaly et al., 2017): https://www.usgs.gov/labs/spec-lab
	b.   ECOSTRESS Spectral Library (formerly the ASTER Spectral Library) (Baldridge et al., 2009; Meerdink et al., 2019): http://speclib.jpl.nasa.gov/

	2.6.10.2.   The ECOSTRESS Spectral Library includes data from three other spectral libraries: Johns Hopkins University, the Jet Propulsion Laboratory, and the USGS.


	2.7.   Brief History of Remote Sensing.
	2.7.1.   The Camera.
	2.7.1.1.   The concept of imaging the Earth’s surface has its roots in the development of the camera.  While some of the important concepts behind photography were realized as early as 1021 AD, the first camera to assume a recognizable form and produc...
	2.7.1.2.   After exposure, the film negative (bright and dark are reversed) can be used to produce a positive print or a visual image of a scene.  Since then, photography has advanced significantly, and film cameras have, for the most part, been repla...

	2.7.2.   Aerial Photography.  The idea of mounting a camera on platforms above the ground for a “bird’s-eye view” came about in the mid-1800s.  In the 1800s, there were few objects that flew or hovered above ground.  During the United States (U.S.) Ci...
	2.7.3.   First Satellites.
	2.7.3.1.   The world’s first artificial satellite, Sputnik 1, was launched on 4 October 1957 by the Soviet Union.  It was not until NASA’s meteorological satellite, Television IR Operational Satellite (TIROS)-1 was launched in 1960 that the first sate...
	2.7.3.2.   Subsequent programs including TIROS-N, Advanced TIROS-N, and the National Oceanic and Atmospheric Administration’s D system extended the data record of these early weather satellites through the turn of the century.  The first satellite ima...

	2.7.4.   Landsat Program.
	2.7.4.1.   The 1970s brought the introduction of the Landsat series of satellites with the launching of Earth Resources Technology Satellite (also known as Landsat 1) by NASA.  The Landsat program was the first attempt to image whole Earth resources, ...
	2.7.4.2.   Landsat imagery is also used to assess hazards such as floods, droughts, forest fires, and pollution.  Geographers have used Landsat images to map previously unknown mountain ranges in Antarctica and to map changes in coastlines in remote a...
	2.7.4.3.   More importantly, the Thematic Mapper was the first 30-meter sensor in a series of sensors carried on Landsat missions (later versions were the Enhanced Thematic Mapper Plus and the Operational Land Imager), which have maintained a global, ...

	2.7.5.   MODIS is a sensor housed on two NASA satellites: Aqua and Terra.  MODIS is notable because it images the entire planet every day and its data is freely available from NASA’s Disturbed Active Archive Centers, searchable at http://reverb.echo.n...
	2.7.6.   The Visible IR Imaging Radiometer Suite was launched on board the Suomi National Polar-orbiting Partnership satellite in November 2011 and aims to continue the global record established by MODIS.
	2.7.7.   High Resolution Optical Systems.  Advances in commercial satellite imagery have created a huge surge in both the supply and demand of high-resolution multispectral satellite imagery in the last decade.  The transition to high resolution comme...
	2.7.8.   Non-Optical Sensing Systems.  We have concentrated on optical and multispectral imagers, but many remote sensing systems do not rely on the Sun as the radiation source.  There are a variety of active remote sensing systems (e.g., RADAR and Li...

	2.8.   Future of Remote Sensing.

	Chapter 3.  Three-Dimensional (3D) Data Acquisition
	3.1.   Light Detection and Ranging Systems.
	3.1.1.   Current State of the Art.  The text below is an attempt to give a general overview of the significant components that make up an airborne laser scanning system, but is by no means an exhaustive description, and is based upon the work presente...
	3.1.1.1.   Time-of-flight ranging.
	a.   All current airborne laser scanning systems are based upon time-of-flight laser ranging, where the ranging unit consists of a laser transmitter that emits short pulses of laser light, and an optical receiver that detects backscattered laser radia...
	b.   Once the laser pulse is emitted from the transmitter, its propagation and reflection are governed by the same phenomena discussed in Chapter 2 for visible light sources.  Current commercial LiDAR systems almost exclusively use avalanche photodiod...

	3.1.1.2.   Full waveform ranging.
	a.   For simple discrete return systems, as described above, the real-time analysis of the returned energy simply identifies the peak power locations of the return signal, which normally correspond to the hard targets illuminated by the laser.  Howeve...
	b.   FWL provides a new ability to enhance pulse peak detection through post-processing, and further quantify additional information about the imaged scene by parametric and volumetric analysis of the sampled backscattered illumination.  While the acq...

	3.1.1.3.   Single photon sensitivity.
	a.   Traditional discrete return and FWL systems rely on the return light energy having a high signal-to-noise ratio so that the detector is easily able to measure a proportion of the number of returning light photons—typically thousands of photons ar...
	b.   However, recent developments have brought new LiDAR systems that employ sensitive light detection technologies and fast-timing electronics.  These systems are based upon low energy, short pulse lasers, and sensitive photon-counting detector array...
	c.   This efficiency does come at a cost, however.  Because the detectors being used are extremely sensitive, they are also significantly noisier and subject to false returns from scattered light from the Sun, for example.  Therefore, the resultant ra...
	d.   Geiger mode systems use detectors that operate as a binary detection system; either they sense light return or they don’t.  These detectors therefore do not directly provide intensity of the return signal.  These detectors also generally have lon...
	e.   To enable oversampling, multiple detectors in an array (like a digital camera) are used to detect returns.  A large outgoing laser beam footprint is used to illuminate the field of view of the detector array, and each individual pixel in the arra...
	f.   Single photon-sensitive systems do not operate as a binary detector, but rather use devices (either photomultiplier tubes or silicon photomultipliers) that are sensitive down to the level of a few photons.  The primary difference between these sy...

	3.1.1.4.   Scanning systems.  The collection of a three-dimensional surface requires that the LiDAR system has a mechanism to steer the single laser beam in two dimensions across the surface of the object.  For an airborne system, one direction of sca...
	3.1.1.5.   Enabling technology [Global Navigation Satellite Systems/Inertial Navigation Systems (GNSS/INS)].
	a.   For kinematic LiDAR, the laser scanning mechanism is continually moving during data acquisition; therefore, to render a 3D point cloud from the LiDAR observations, the global position and orientation (attitude) of the laser scanning system must b...
	b.   An IMU consisting of three orthogonal accelerometers and three orthogonal gyroscopes, when coupled with high rate (1 Hz or greater) GNSS/INS, is capable of providing full estimates of 6 degrees of freedom motion at data rates of 100 to 2000Hz.  T...

	3.1.1.6.   Bathymetric LiDAR.
	a.   A majority of commercially available LiDAR systems use near IR laser sources.  While these lasers provide excellent observations over terrain, vegetation, snow, and ice, they are not able to penetrate water.  As a result, bathymetric LiDAR system...
	b.   Because the green laser used for bathymetry is still a light source, the depth that it can measure is highly dependent upon the clarity of the water being observed.  There are a number of methods to describe water clarity (or turbidity), with the...
	c.   The processing and point cloud acquisition from bathymetric LiDAR systems are significantly more complex than that of topographic systems.  This is because the LiDAR pulse is both refracted and slowed down by travel through the water.  As a resul...

	3.1.1.7.   Data acquisition discussion.  There are a number of ways to classify topographic LiDAR observations.  One of the more useful methods of dichotomy involves a classification according to the data collection platform.
	a.   Static Terrestrial.  Static terrestrial observations are collected from a stationary laser scanner, typically mounted rigidly to a surveying tripod.  This type of acquisition is generally referred to as terrestrial laser scanning (TLS).  Because ...
	b.   Airborne.  Airborne scanning affixes the laser scanner and accessories (e.g., GNSS/INS) to either a fixed wing aircraft or a helicopter platform with the instrument normally scanning in a nadir direction.  Data is normally collected in a “lawnmow...
	c.   Mobile.
	(1)   The principles behind mobile laser scanning (MLS) are in practice very similar to that of an airborne system.  The acquisition platform (e.g., passenger vehicle, boat) is still assumed to be moving, as in the case of airborne acquisitions, the l...
	(2)   MLS is also required where the primary features of interest are vertical objects that cannot be efficiently scanned from an airborne nadir-looking platform.  Examples would be building facades and infrastructure in urban environments.  Because o...
	(3)   There are a couple of unique challenges with MLS.  First, because the objects of interest tend to be all around the platform, a laser scanner with a large field of view (usually 360 degrees) is often required.  Secondly, because collection usual...

	d.   Space-Based.  Space-based LiDAR observations provide their own set of technical challenges.  Ranging distance for space-based LiDAR is >100 km, and therefore, fairly powerful lasers and low signal detectors are required for observations.  Current...
	(1)   The GEDI laser provides laser ranging profile observations of the Earth’s forests and topography.  The primary goal of the mission is to provide global vegetation heights to advance understanding of carbon and water cycle processes, biodiversity...
	(2)   GEDI contains three lasers at 1064 nm, which produce 8 profile beams spaced ~600 meters apart.  Each laser pulses 242 times a second, collecting a point every 60 m on the ground track with an approximate footprint diameter of 25 m.  The GEDI sen...
	(3)   ATLAS is the primary instrument onboard ICESat-2 (Ice, Cloud, and Land Elevation Satellite-2).  The primary goal of the ICESat-2 mission is to measure the height of a changing Earth, with a particular focus on changes in the cryosphere in a warm...
	(4)   ATLAS contains a single laser (plus a spare) at 532 nm, which produces 6 laser profiles (in three pairs).  The pairs are separated by ~3 km, and the beams in each pair are 90 m apart.  The laser pulse rate is 10 kHz, and results in a sample ever...



	3.1.2.   Representative LiDAR Products.
	3.1.2.1.   The point cloud produced by a LiDAR system includes returns from all objects within the field of view of the laser scanner.  The resultant point cloud does not have any point identification (or classification) assigned to each individual po...
	3.1.2.2.   The separation of the dataset into ground and non-ground returns allows the generation of digital terrain models (DTMs) of the ground surface, and digital elevation models (DEMs) of the so-called unclassified datasets.  An example of a DTM ...
	3.1.2.3.   Some applications of LiDAR point clouds can require additional classification beyond the simple separation into ground and non-ground returns displayed in Figures 3.4 and 3.5.  In these specialized instances, additional classification can b...
	3.1.2.4.   Finally, in addition to location data, most modern LiDAR scanning systems also record a measure of the relative backscatter of the backscattered laser illumination from the target.  This quantity is normally referred to as the laser intensi...


	3.2.   Structure from Motion.
	3.2.1.   Principles of photogrammetry.  The formation of a digital image is the projection of a 3D scene onto a 2D plane, which results in the loss of depth information; the 3D location of a specific image point can only be constrained to be along a l...
	3.2.2.   The key for triangulation is the relationship between multiple views which convey the information that corresponding sets of points must contain some structure and that this structure is related to the poses and the calibration of the camera....
	3.2.3.   From photogrammetry to structure from motion.
	3.2.3.1.   Photogrammetric processes to determine 3D coordinates from overlapping images have been around since the first days of aerial photography from balloons.  However, the use of photography for rendering dense 3D models has only recently become...
	3.2.3.2.   There are a variety of common image point matching algorithms, with the most widely used being SIFT (Scale Invariant Feature Transform).  The automated matching of common features between sets of images using algorithms such as SIFT enables...

	3.2.4.   Processing software packages.  With the recent explosion in the use of SFM-MVS techniques for deriving 3D models, there has also been the emergence of many software packages, both open source and commercial for the creation of 3D models for o...
	3.2.4.1.   Open Source Options.
	a.   AMES Stereo Pipeline: https://ti.arc.nasa.gov/tech/asr/groups/intelligent-robotics/ngt/stereo/
	b.   MicMac: https://micmac.ensg.eu
	c.   OpenSfM: https://www.opensfm.org/

	3.2.4.2.   Commercial Products.
	a.   Agisoft Photoscan: https://www.agisoft.com/
	b.   Pix4D : https://www.pix4d.com
	c.   Bentley ContextCapture: https://www.bentley.com/en/products/brands/contextcapture

	3.2.4.3.   The majority of first time Unmanned Aircraft Systems (commonly known as “UAS”) users normally will choose either Agisoft Photoscan or Pix4D for their initial testing and model generation.
	3.2.4.4.   An example point cloud, created using SFM-MVS on high resolution (10 cm pixel resolution) airborne image is given below in Figure 3.99.  The figure shows a colorized point cloud in an oblique view.  Note that the SFM process does very well ...

	3.2.5.   Point Cloud Processing Software.  The following is not meant to be an exhaustive list, but rather a sampling of some of the more commonly used packages within the academic, DoD, and commercial sectors.
	3.2.5.1.   Open Source Options.
	a.   The Point Data Abstraction Library (PDAL), which is more commonly referred to by its acronym PDAL.  PDAL is a software library that has been open source since its inception in 2011, and provides a standalone application for point cloud processing...
	b.   CloudCompare: CloudCompare is a 3D point cloud (and triangular mesh) processing and visualization software.  It was originally designed for performing comparisons between two dense point clouds.  It has also been extended to include many algorith...

	3.2.5.2.   Commercial Options.  All of the products listed below provide software for managing and processing large volumes of LiDAR point clouds, including classification, visualization, and final product (e.g., DTM and DEM) generation.
	a.   QT Modeler: A stand-alone software package with wide use across the DoD  (www.appliedimagery.com).
	b.   Terrascan: A processing and production software package utilized by most commercial firms offering ALS and MLS services.  Software runs as a plug-in to Bentley Microstation (www.terrasolid.com).
	c.   LP360: This runs as a plug-in to ArcGIS and is utilized mainly by engineering and design firms using airborne laser scanning (www.geocue.com/products/lp-360).




	Chapter 4.  Processing Geospatial Data
	4.1.   Introduction.
	4.2.   Image Processing Software.
	4.2.1.   Imaging software facilitates the processing of digital images and allows for the manipulation of vast amounts of data.  There are numerous software programs available for image processing and image correction (atmospheric and geometric correc...
	4.2.2.   The various programs available have many similar processing functions.  There may be minor differences in the program interface, terminology, metadata files (see below), and types of files it can read (indicated by the file extension).  There...

	4.3.   Metadata.
	4.3.1.   Metadata is ancillary information about the characteristics of the data or “data about data.”  It describes important elements concerning the acquisition of the data as well as any post-processing that may have been performed.  Metadata comes...
	4.3.2.   Depending on the information needed for a project, the metadata can be an invaluable source of information about the scene.  For example, if a project centers on change detection, it will be critical to know the dates and times that the image...

	4.4.   Viewing the Image.
	4.5.   Band/Color Composite.
	4.5.1.   Color composites allow you to display three data sets (often three bands in an image) in a single view by mapping the data in each band to one of three colors displayed by your monitor/projector.  The most common color composite is “true colo...
	4.5.2.   Many sensors have more than three bands and have bands that capture data from areas of the electromagnetic spectrum outside what our eyes can see.  “False color” composites allow us to have visual combinations of these bands.  A common false ...
	4.5.3.   In this combination, a near-IR band (often ~800-850 nm) is shown as red, red (~700 nm) is shown as green, and green (~550 nm) is shown as blue.  It is important for interpretation purposes to know what band combinations you are displaying.  F...

	4.6.   Displaying Imagery: Ellipsoids, Datums, and Projections.
	4.6.1.   A map projection is the method by which data about Earth’s surface (a lumpy, oblate spheroid) is displayed in two dimensions (on a map or your screen, for example).  This first requires a description or reference system for Earth, which inclu...
	4.6.2.   An ellipsoid is a simple geometric shape that approximates the shape of the planet, defined by its major and minor axes.  If Earth had uniform density and a smooth surface, an ellipsoid would provide all the information you’d need to define a...
	4.6.3.   Datums describe the lumpiness or the distribution of the Earth’s mass, and therefore provide a crucial vertical component to the (horizontal) reference system.  It should be noted that datums often do not describe surface topography, rather d...
	4.6.4.   A local datum may include topography depending on the way it was generated and the size of the area surveyed.  At this point, the spatial relationship of all the points of the globe is defined and could be described by a geographic coordinate...
	4.6.5.   Map projections describe how a three-dimensional surface is displayed in two dimensions.  For example, one could make a map of the continental U.S. using a globe and a sheet of paper.  First, place the sheet of paper over the center of the U....
	4.6.6.   Now the three-dimensional data is represented on a two-dimensional surface.  The data has been projected to a planar projection, as the “developable shape” (the sheet of paper) is a plane.  While moving away from the center point, the distanc...
	4.6.7.   Map distortion is a necessary inconvenience of projecting data.  Different projections utilize different developable shapes (such as cones, cylinders), different origin and reference structures (points, parallels, meridians), different units ...
	4.6.8.   Transformations are the mathematical methods used to convert the geopositional data of one coordinate/projection system to another.  Conceptually, this is done by first reversing the previous exercise—converting the map coordinates back to th...

	4.7.   Registration and Rectification.
	4.7.1.   Registration or georegistration is the process of attributing geospatial information to a raw image.  This is mostly commonly done using positional data collected at the sensor, sometimes termed “ephemeris data,” using IMU.  This information ...
	4.7.2.   Rectification is the process by which an image is warped to more accurately represent known surface characteristics such as elevation or landmarks.  Rectification is most commonly used to correct for the effects of relief displacement caused ...
	4.7.3.   Topographic relief also causes relief displacement and is targeted by rectification.  Because rectification involves warping an image, essentially stretching pixels or groups of pixels out to fill variable amounts of ground space, it is commo...
	4.7.3.1.   Image-to-Image Rectification.  Remote sensing software packages allow the user to rectify (or register) an image by correlating features in the image to features in another image or map using Ground Control Points (GCPs).  This method uses ...
	4.7.3.2.   After choosing control points, the user can select what type and what order polynomial is used to warp the image.  The appropriate choice varies by application.  In general, higher order polynomials can more easily adapt to variable topogra...
	4.7.3.3.   These tables generally include the Root Mean Square Error (RMSE) or the average difference between the reference points and the warped output.  Importantly, this is not an expression of the accuracy of your rectification—it is a description...
	4.7.3.4.   Automatic (Rapid Positioning Coefficient-Driven) Rectification.
	a.   Rapid Polynomial Coefficients (RPCs) are a series of equations that relate image space (or sensor space) and ground space.  They are derived from ephemeris data and provide per-pixel positional aids for the appropriate software.  RPCs are deliver...
	b.   RPCs allow the user to sensitively and accurately orthorectify an image using a DEM.  The accuracy of this process is largely dependent on the accuracy and spatial resolution of the DEM used (with highest accuracies occurring when the resolution ...



	4.8.   Resampling.
	4.8.1.   Pixel orientation.  When an image is initially collected, its pixel orientation is usually in line with the direction the sensor was moving.  This rarely (if ever) aligns with the standard projections and grids that most users utilize.  These...
	4.8.2.   Size.  Sometimes you need to change the size of the pixels in an image, this could be to compare it to a different raster or might just be part of a reprojection.  For example, a geographic projection (Figure 4.2) might have a pixel that is 1...
	4.8.3.   Location.  In the example of orthorectification above, sometimes image pixels are not initially represented correctly in space.  Resampling is part of the process of moving those pixels to their new locations; this functionality is closely ti...
	4.8.4.   Value.  When moving a pixel or changing its size or orientation, you inherently change the ground surface that it is representing.  In some cases, a pixel in your output may overlap several pixels in your input, and different resampling metho...
	4.8.5.   There are a variety of algorithms available for resampling, but there are three common ones that will be covered here (understanding these will help contextualize others you may encounter): nearest neighbor, bilinear interpolation, and cubic ...
	4.8.5.1.   Nearest neighbor.  Nearest neighbor resampling assigns pixel values in your output based on the nearest pixel value in your input (calculated from pixel center to pixel center in Euclidian distance).  This method is the fastest and does not...
	4.8.5.2.   Bilinear interpolation.  Bilinear interpolation computes a spatial weighted averaging of input pixels around the location (usually the nearest four) of the output pixel to determine its value.  This is relatively fast and produces an approx...
	4.8.5.3.   Cubic convolution.  Cubic convolution considers a collection of pixels around your output location (an N by N square), fits a polynomial function to those points, and outputs the value of that function at the location of your output as the ...


	4.9.   Image Enhancement.
	4.9.1.   Contrast Stretching.  Displaying and interpreting an image is dependent on the distinction between the source pixel value and the display value.  The source value is the number stored in the image itself; it could be any many different format...
	4.9.2.   Consider the example in Figure 4.3.  The figure shows the histogram of an example image.  A histogram is a representation of pixel value distribution within an image—it shows how often a pixel value (x-axis) occurs within the scene (y-axis). ...
	4.9.3.   Figure 4.3 shows the outcome of a linear contrast stretch, reassigning the minimum image value (84) to the minimum display value (0), the maximum image value (153) to the maximum display value (255), and reassigning intermediate values to the...
	4.9.3.1.   Linear Stretch (described above).  The linear stretch is sometimes referred to as a min-max stretch and involves remapping the lowest value in an image to the lowest value in the display, the highest value in an image to the highest value i...
	4.9.3.2.   Histogram Equalization Stretch.  Low contrast can still occur when values are spread across the entire range.  The low contrast is a result of tight clustering of pixels in one area (Figure 4.7a).  Because some pixel values span the intensi...
	4.9.3.3.   Histogram equalization (Figure 4.7b) evenly distributes the pixel values over the entire intensity range (see steps below).  The pixels in a scene are numerically arranged into 255 equal-sized groups and display brightness is assigned based...
	4.9.3.4.   Logarithmic Stretch.  Another type of enhancement stretch uses a logarithmic algorithm.  This type of enhancement improves contrast among values on the lower end of the image distribution.  Contrast among values on the upper end of the imag...
	4.9.3.5.   Manual Enhancement.  Some software packages will allow users to define an arbitrary enhancement.  This can be done graphically or numerically.  Manually adjusting the enhancement allows the user to reduce the signal noise in addition to red...

	4.9.4.   Band Arithmetic.  While contrast stretching provides many valuable display options, sometimes fundamentally changing or combining data sets is necessary to enhance interpretation.  Remote sensing software provides tools to do calculations on ...
	4.9.4.1.   Band Ratio.  Band ratio is a commonly used band arithmetic method in which values of one data set (band) are divided by those of another.  Band ratios are used to highlight specific relationships between two spectral regions.  For example, ...
	4.9.4.2.   Another application of band ratios is reducing the effects of shadows within an image.  Shadows reduce the brightness of pixels equally across all bands because they are blocking the light source in the image.  Because of this, shadowed and...
	4.9.4.3.   Band ratios can also be used to highlight temporal change by computing a ratio between two images of the same band at two different times.  In such an image, unchanged pixels would appear grey (within the dynamic range of the image), and pi...
	4.9.4.4.   Normalized Difference Ratios.  Normalized difference ratios highlight the difference between two spectral bands.  To minimize artifacts caused by differencing images, the results are normalized using the original values.  The generalized eq...

	4.9.5.   Spatial Filters.  It is occasionally advantageous to reduce the detail or exaggerate particular features in an image.  This can be done by a convolution method creating an altered or “filtered” output image data file.  Numerous spatial filter...
	4.9.5.1.   Convolution is a mathematical operation used to change the spatial frequency of digital data in the image.  It is used to suppress noise in the data or to exaggerate features of interest.  The operation is performed with the use of a spatia...
	4.9.5.2.   Low pass filters apply a small gain to the input data (Table 4.2a).  The resulting output data will decrease the spatial frequency by de-emphasizing relatively bright pixels.  Two types of low pass filters are the simple mean and center-wei...
	4.9.5.3.   The Laplacian filter detects discrete changes in spectral frequency and is used for highlighting edge features in images.  This type of filter works well for delineating linear features, such as geologic strata or urban structures.  The Lap...
	4.9.5.4.   A smoothing convolution filter can be applied to the image in advance to reduce the edge filter’s sensitivity to data noise.  The Laplacian filter measures the changes in spectral frequency or pixel intensity.  In areas of the image where t...

	4.9.6.   Scatter plots.  The correlation between bands can be visualized in scatter plots generated by the software.  The scatter plots graph the DN value of one band relative to another (Figure 4.8).  Bands that are highly correlated will produce plo...
	4.9.7.   Principal Components.  Principal component (PC) analysis is a technique that highlights spectral covariance within a scene by transforming the axes used to display the scene.  The transformation is accomplished by rotating the horizontal axis...
	4.9.8.   A second axis, PC2, is drawn perpendicular to PC1, and its origin is placed at the center of the PC1 range (Figure 4.9).  The DN values are then re-plotted on the newly transformed axes.  Each principal component output can be viewed as its o...
	4.9.9.   Image Classification.  Raw digital data can be sorted and categorized into thematic or classified maps.  Thematic maps allow the analyst to simplify the image view by assigning pixels into classes with similar spectral values (Figure 4.11).  ...
	4.9.10.   Thematic maps are developed by two types of classifications, supervised and unsupervised.  Both types of classification rely on two primary methods, training and classifying.  Training is the designation of representative pixels that define ...
	4.9.10.1.   Supervised Classification.  In a supervised classification, the user creates training data that the classification algorithm uses to segment the scene.  Training data can be generated from spectral libraries or from visual interpretation o...
	a.   Minimum-Distance-to-Means.  Minimum-distance-to-means is a simple computation that classifies pixels based on their distance from the mean of the training class.  It is determined by plotting the pixel brightness and calculating its Euclidean dis...
	b.   Parallelepiped.  In a parallelepiped computation, unassigned pixels are grouped into a class when their brightness values fall within a range of the training mean.  An acceptable DN range is established by setting the maximum and minimum class ra...
	c.   Maximum Likelihood.  Maximum likelihood classifiers calculate probability surfaces based on covariance around class means.  A probability threshold is established for designating classes, and for any given pixel, if it falls within the probabilit...

	4.9.10.2.   Unsupervised Classification.  Unsupervised classification utilizes algorithms to identify similar pixels and automatically separate them into thematic classes.  As opposed to supervised classification, where much of the user input occurs a...
	4.9.10.3.   A variety of clustering algorithms exist, but they all operate in a similar way; in the beginning of the process, each pixel in an image is randomly assigned to an output class (based on the user-specified number of classes).  The distance...
	4.9.10.4.   Once the number of iterations is exceeded or no more pixels are changing classes, the algorithm stops.  At this point, the user must determine what thematic data (such as land cover) each of the generated classes represents.  The outputs o...
	4.9.10.5.   Table 4.3).  The matrix establishes the level of errors due to omission (exclusion error), commission (inclusion error), and can tabulate an overall total accuracy.  The error matrix lists the number of pixels found within a given class.  ...


	4.10.   Image Mosaics, Image Subsets, and Multiple Image Analysis.
	4.10.1.   Image Mosaics.  It is not uncommon for a study area to include areas beyond the range of an individual scene.  In such a case, it will be necessary to collect adjacent scenes and mosaic or piece them together.  It is preferable to choose sce...
	4.10.2.   Image Mosaic and Image Subset.  The mosaic process is a common feature in image processing programs.  It is best to perform image enhancements prior to piecing separate scenes together.  Once the images are pieced together, the resulting ima...
	4.10.3.   To do this, use the clip or subset function in a software program.  The clip function will need to know the corner coordinates of the subset (usually the upper left and lower right).  Some software may require this procedure to be repeated f...
	4.10.4.   Multiple-Image Temporal Analysis.  It is possible to combine bands from different images or data sets.  This allows a user to perform a change detection analysis.  The process of “layering” multi-temporal data involves loading a composite of...
	4.10.5.   This image can then be classified and the areas of change can be statistically assessed.  To perform this task accurately, it is important that both images are registered properly.  Misregistration will lead to an offset in the image, which ...

	4.11.   DEMs.
	4.12.   Advanced Topics in Image Processing.
	4.12.1.   Hyperspectral Data.  Hyperspectral image processing techniques manage narrow, continuous bands of spectral data.  Many hyperspectral systems maintain over 200 bands of spectral data.  The narrow bands, also known as channels, provide a high ...
	4.12.2.   Thermal Data.  Thermal image processing techniques are used to image objects by the analysis of their emitted energy (Figure 4.17).  The thermal band wavelength ranges are primarily 8 to 14 µm and 3 to 5 µm.  The analysis of thermal data is ...
	4.12.3.   Radar.  Radar (radio detection and ranging) systems are able to penetrate cloud cover in certain wavelengths.  This technology is useful for imaging day or night surface features during periods of intense cloud cover, such as storms and smok...





